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CHAPTER 1: THE EMERGENCE OF COLD FUSION

S. Szpak and P. A. Mosier–Boss

1.0 Introduction.

In this chapter, we address briefly the events proceeding and following the 23 March
1989 announcement that nuclear reactions could be induced at room temperatures and
atmospheric pressure when electrochemically generated deuterium is compressed into
the Pd lattice. In particular, we discuss the events that led Fleischmann to this conclu-
sion, his philosophy of research and the characteristic of the Pd/nH (n = 1,2) system
that prompted him to initiate research into host lattice assisted nuclear reactions. An
extensive discussion of these topics can be found in the recently published paper by
Fleischmann entitled: Reflections on the Sociology of Science and Social Responsibil-
ity in Science, in Relationship to Cold Fusion [1].

The announcement by Fleischmann and Pons that nuclear events can and do occur
in the Pd/D system when deuterium is electrochemically compressed in the Pd lattice
was a totally new and controversial concept, incompatible with the standard teachings
of nuclear physics. A question that naturally arises is what prompted Fleischmann to
undertake this kind of research. Was it the short note published in Nature by Oliphant et
al. in 1934 [2] who demonstrated that nuclear reaction can occur in condensed matter,
or was it something else? In what follows, we seek the answer in Fleischmann and
his collaborators numerous publications/presentations that appeared after the 23 March
1989 press conference.

In a lecture given at the First International Conference on Cold Fusion (ICCF–1), Fleis-
chmann [3] said the following:“Our interest in nucleation phenomena and our knowl-
edge of the prediction of the formation of metallic hydrogen (and deuterium) at extreme
compressions in United States and Soviet work during the mid 70s was, in fact, a key
element in the initiation of this research project.” Toward the end of his lecture, he
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remarked:“We, for our part, would not have started this investigation if we have ac-
cepted the view that nuclear reactions in host lattices could not be affected by coherent
processes.” These quotes suggest that his interest in the Pd/nH system extended over
a period of years prior to the 23 March announcement and that his research was con-
cerned with fundamental aspects of solid state chemistry and physics.

2.0 Chronology of events.

A brief chronology of events is as follows. Early in 1947, Fleischmann realized that
the Pd/H system is “the most extraordinary example of an electrolyte”, i.e., exhibiting
behavior that could not be satisfactorily explained in terms of the Debye-Huckel the-
ory. In the 1960s, he was convinced that the correct approach to the behavior of ions in
solution must be in terms of quantum electrodynamics (QED). In the late 60s, he con-
cluded that “the measurements and interpretation of fluctuations in small systems was
one possible route for probing the applicability of QED, especially the applicability to
the behavior of condensed matter” [1, p. 27]. Facing opposition in scientific circles to
this approach, Fleischmann decided to follow an “hidden agenda”. The underlying goal
of such research was to illustrate the need to apply QED reasoning when examining the
behavior of condensed matter as well as demonstrating that such effects can be probed
using electrochemical procedures (methods), since these methods have the required ac-
curacy and sensitivity to probe such effects (e.g., the ability to measure small signals
for small systems, an increase in sensitivity by using modulation methods, etc.). While
at the University of Southampton (1967–1980), he and his collaborators studied the ef-
fects of the various parameters on the behavior of the Pd/nH system that could not be
predicted using classical and quantum mechanics.

Concerning the emergence of cold fusion, we have to ask (i) how did cold fusion fit
with Fleischmann’s research plans and (ii) why did Fleischmann and Pons select to in-
vestigate the electrochemical compression of deuterium into a host lattice? The answer
to the first is to demonstrate that the QED paradigm is the correct one. The answer to
the second is a conclusion that, to probe the Pd/H system, energy balance rather than
momentum will be consistent with the “hidden agenda.” Experiments were conducted
to probe the effects of (i) space, (ii) time, (iii) length, (iv) dimensionality, (v) number,
and (vi) structure. The missing factor was (vii) energy and experiments on this were
started at the University of Utah. As such, cold fusion was, and is simply, a part of a
wider program aimed at showing that electrochemical measurements could be used to
probe the applicability of the QED paradigm.

In 1983, collaborative projects with Professor S. Pons (University of Utah) were initi-
ated and aimed at answering two questions [1, p. 31]:
(i) “would the putative reactions of D

�
compressed into host lattices be different from

the reactions in a dilute plasma (or reactions of highly excited D in solids)?” (i.e., could
nuclear reactions be generated within a host lattice?
(ii) “could such changes in the reactions be observed?”

To answer these queries, two methods of charging the metal lattices were considered:
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(i) Compression of D
�

using applied electric fields (electro-diffusion) and (ii) com-
pression using electrochemical charging. Of these, the latter provides the easiest and
efficient way to raise the potential energy of an extended quantum system [1, p. 31].
Initially, calorimetric studies were selected to assess the magnitude of excess heat gen-
eration by nuclear events. Furthermore, the isoperibolic calorimetry was the preferred
method to explore the behavior of the charged Pd/D system because it is the low cost and
“catch all” method. By 1988, measured rates of excess enthalpy generation were shown
to be consistent with those obtained for nuclear reactions. In 1986, an uncontrolled heat
release due to system being driven into the “positive feedback” was observed. With the
passage of time, other techniques were used to investigate the behavior of the Pd/D sys-
tem and theories have been formulated to understand the dynamics of such systems. In
spite of the enormous potential for practical applications, the dissemination of relevant
information is limited to a very few journals. To comprehend the scale of activities fol-
lowing the 23 March 1989 press conference, one should review the material published
in the Proceedings of the International Conference on Cold Fusion, ICCF 1–8.

3.0 The Pd/nH system.

What was it about the Pd/D system that prompted Martin Fleischmann to begin this
research? It appears that the starting point was the work of Coehn [6], done in the late
1920s and early 1930s, on the electro-diffusion of hydrogen in Pd wires. Coehn found
that the absorbed hydrogen (deuterium) is present as a charged species, i.e., it exists in
its nuclear – not atomic state and that the Nernst–Einstein relation, uD � = FDD � /RT, is
obeyed. But, the existence of D

�
while in the Pd lattice in the presence of high con-

centration of s – electrons should lead to the formation of D2 as dictated by the law
of mass action. Furthermore, the application of the Born–Haber cycle to the dissolu-
tion of protons into the lattice is ca 12 eV. Such a large magnitude of the “solvation
energy” implies that the proton sits in deep energy wells while high mobility puts it in
shallow holes. Thus, to quote:“How can it be that the protons (deuterons) are so tightly
bound yet they are virtually unbound in their movement through the lattice?” [5]. Thus,
Coehn’s observation, when coupled with the quasi-thermodynamic analysis of the elec-
trochemical potential, as defined by Lange [6] (µD � � µD � �

eφ), posed a number of
questions, among them: What is the nature of the species at high D/Pd atomic ratios?
What are the dynamics of D

�
under these conditions? These questions, combined with

experimental evidence (e.g., heat after death, electro-diffusion), led Fleischmann to
consider the possibility that nuclear events can occur in the host lattice.

The characteristics of the Pd/nH system that sets it aside from other metal hydride sys-
tems include (i) high concentrations of ionized hydrogen (deuterium), (ii) its (their)
high mobility, (iii) high H/D separation factor at equilibrium, (iv) large diffusion coef-
ficients with inverse isotopic effect, and (v) high electrochemical potential of dissolved
hydrogen (deuterium). Each of these characteristics is associated with a certain action
(activity). In particular:
(i) A high concentration of ionized species within the lattice indicates that electrostatic
fields within the unit cell force the transition from the atomic to nuclear state. The high
solvation energy implies that deep electrostatic potential holes are present.
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(ii) The high hydrogen and deuterium mobility, accelerated by electric fields indicates
that nH, in their nuclear states, are immersed in a dense plasma of d–electrons; if so,
then why does highly compressed atomic hydrogen not form?
(iii) The high H/D separation factor is consistent with a model based on delocalized
classical oscillators having a high affinity for Pd. High affinities and high separation
factors imply highly delocalized wave functions and shallow potential holes.
(iv) Large diffusion coefficients (D = 10 � 7 cm2s � 1) where D

�
D
� D

�
H
� D

�
T indicate the

presence of shallow holes while the inverse isotope effect implies that deuterium has a
configuration space different from that of hydrogen and tritium.
(v) High chemical/electrochemical potentials, via their galvanic potential φ, tend to pro-
mote the formation of large proton clusters.

4.0 The announcement and establishment response

It is known [1] that Fleischmann opposed the disclosure of the results of this research in
March 1989; at the earliest, he preferred autumn of 1990. The reasons for his opposition
were (i) a premature disclosure would force him to work in a rather narrow set of topics
while his interests were in exploring the implications of quantum field effects in natural
sciences, and (ii) the expected attitude of industry, where the option of clean production
of low grade heat would be contrary to their short and medium-term interests.

Indeed, the research results of Fleischmann and his collaborators were questioned be-
cause they did not fit into the accepted views of the D

�
+ D

�
fusion path. Instead of

proceeding along the usual route of scientific inquiry, the critics disregarded the experi-
mental results of many scientists consistent with the manifestations of nuclear activities
in the Pd/D system. Fleischmann’s view (in 1989) that the establishment would seek
to stop the research, by ridicule, disinformation, cutting of funding, and prevention of
publications was confirmed. Moreover, many researchers decided that it would be in
their interest to report negative conclusions. This can be done by selecting bad data,
by using inadequate or flawed experiment design, or by not providing the raw data to
prevent further evaluation of the results. To illustrate, in this report, frequent references
are made to non–authorized changes in procedures or interpretation employed even by
collaborating laboratories (cf. Chapter 4).

5.0 Fleischmann’s philosophy of research

The answer to theorists that the Pd host lattice assisted nuclear processes are not possi-
ble is obvious: experimental evidence carries more weight than theoretical speculations.
In 1991, Fleischmann [7], in his address to the Royal Institute of Chemistry, stated: “It
is the qualitative demonstrations which are unambiguous; the quantitative analyses of
the experimental results can be subject to debate but, if these quantitative analyses
stand in opposition to the qualitative demonstration, then these methods of analysis
must be judged to be incorrect”. It is quite remarkable that a similar view was ex-
pressed several decades earlier (1943) by the noted theoretical physicist, Max Born [8],
in his address to the Durham Philosophical Society, viz., “My advice to those who wish
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to learn the art of scientific prophecy is not to rely on abstract reason, but to decipher
the secret language of Nature from Nature’s documents, the facts of experience”.

6.0 Summary of events.

To reiterate, as early as 1960, Fleischmann concluded that the behavior of H
�

and D
�

electrochemically compressed into Pd-host lattices could only be understood in terms
of quantum field theory. This conclusion led Fleischmann, in 1983, to two questions:
(i) would the nuclear reactions of D

�
compressed into host lattices be different to the

reactions in a dilute plasma? and (ii) would such effects be observed? The expected
answers: Yes to the first and No to the second. In the intervening years (1986, 1987),
Fleischmann collected enough evidence, e.g., heat after death, compression by electro-
diffusion, to change the answer to (ii) from No to Yes. Finally, in March 1989, events
forced Fleischmann and Pons to present their evidence of nuclear activities in Pd/D
system.
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CHAPTER 2: EVENTS IN A POLARIZED Pd+D ELECTRODES PREPARED
BY THE CO-DEPOSITION TECHNIQUE.

S. Szpak and P.A. Mosier–Boss

1.0 Introduction.

This chapter reviews our research activities of the polarized Pd/D2O system. In contrast
to the pioneering work of Fleischmann and his collaborators, we consider only events
at, and/or, within Pd electrodes prepared by the co-deposition technique developed in
this laboratory. Our effort proceeded along two paths: (i) investigation of thermal and
nuclear events in the Pd host lattice [1–8] and (ii) examination of the role of the inter-
phase region [9–13]. These paths were undertaken to assess the intensity of events and
to provide some information on the factors controlling the initiation and maintenance
of excess enthalpy generation, i.e., the “performance envelope.”

The scope is limited to a brief description of the experimental work followed by conclu-
sions. A full description of the experimental techniques as well as a thorough discussion
is provided in cited references.

2.0 Co-deposition technique.

It is well known that the structure of electrodeposited metal is controlled by a num-
ber of factors, among them (i) current density (cell current), (ii) concentration of metal
ions (or its complexes), (iii) additives, and (iv) the structure of the substrate. One of
the methods to examine the details of a deposit is the use of scanning tunneling mi-
croscope. Recently, Naohara et al. [14] reported that during the electroreduction of
PdCl2 �4 complex, “the Pd deposition proceeds in a layer-by-layer growth mode.” If
the electroreduction of the palladium complex takes place in the presence of evolving
hydrogen/deuterium, the absorbed H/D accumulates in the regions separated by the lat-
tice defects where the β–Pd/D is formed, transforming the smooth Pd surface into a
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modular–like structure [15].

Fig. 1 SEM photograph of co–deposited Pd.

The Pd+D co-deposition is a process where palladium and deuterium are simultane-
ously deposited on a non-hydrogen absorbing metallic substrate, e.g., Cu or Au, at
sufficiently high negative potentials from electrolytes containing palladium salts dis-
solved in heavy water [1]. The surface morphology and bulk structure are controlled
by the solution composition and cell current. As a rule, at cell currents close to the
Pd2

�
+ 2 e ��� Pd limiting current density, “cauliflower–like” Pd films are produced.

An SEM photograph, Fig. 1, shows the typical structure of an electrode prepared by
co-deposition. The individual spherical globules are of submicron size. Characteristic
features of the co-deposited films are (i) an almost instantaneous saturation of the Pd
lattice [2] with D/Pd atomic ratios � 1.0, (ii) high surface to volume ratio, and (iii)
reproducible bulk structure.

3.0 Thermal events.

The objective of this research was, and still is, directed towards determining the con-
ditions maximizing excess enthalpy production. At the present time, a sustained low
grade heat source can be maintained for considerable periods of time [3]. We considered
two types of measurements, viz. excess enthalpy and surface temperature distribution.

3.1 Excess enthalpy.

The excess enthalpy/power production was assessed in two types of calorimeter de-
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signs: (i) for short duration experiments, a calorimeter with an adiabatic enclosure was
employed, (ii) for long term experiments, a Fleischmann-Pons type cell was used [3]. It
is noteworthy that calorimeters with adiabatic enclosures offer additional information,
viz. information on the effect of electrolyte temperature on the process effectiveness.
Examples of excess enthalpy plotted against enthalpy input for short time experiments
are shown in Fig. 2a and that for long time experiments in Fig. 2b.

Several points can be made: long charging times are eliminated and the rate of ex-
cess enthalpy production is both cell current and temperature dependent with occa-
sional bursts, points A, B,.., Fig. 2a and, most importantly, electrodes prepared by
co-deposition yield reproducibly higher excess power than the commonly used solid
electrodes, Fig. 2b.

One of the features of the Pd/D electrodes prepared by the co-deposition process is the
generation of excess enthalpy at relatively low current densities (cell currents). This
feature suggests that a new class of Pd/D electrodes should be considered, among them,
the fluidized bed electrode [16]. The behavior of copper fluidized bed electrodes has
been investigated in great detail. These electrodes can be employed in a variety of con-
figurations, depending on the location of the current feeder electrodes and the direction
of current and fluid flow. It is noteworthy that such electrodes have very good heat and
mass transfer characteristics.

3.2 Temperature distribution.

The electrode surface temperature distribution can be monitored by infrared imaging.
Using this technique, the presence of discrete reaction sites randomly distributed in time
and space, Fig. 3a and steep temperature gradients, Fig. 3b, are observed. These fea-
tures are characteristic of the co-deposition process. The steep temperature gradients,
seen in the images, indicate that the heat sources are located in the immediate vicinity
of the electrode/electrolyte contact surface [3, 4]. The average surface temperatures are
ca 6oC above that of the solution. It is noted that the infrared imaging requires very
close placement of the negative electrode to the cell wall to minimize attenuation.

The display of “hot spots” and their interpretation using simplifying assumptions may
define a number of new experiments which, in turn, could throw new light on the “cold
fusion” mechanism(s). Employing the most drastic assumptions, it is concluded that
the nuclear activities occur within the 1µm layer adjacent to the electrode/electrolyte
contact surface. It is noted that this conclusion is in an agreement with the findings
reported by Bockris et al. [17].

4.0 Nuclear events.

For the excess enthalpy generation to be of nuclear origin, there must be a resulting
nuclear “ash” present. Cells for the simultaneous measurements of excess enthalpy
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a)

b)

Fig. 2. Excess enthalpy generation in (a) short time and (b) long time experiments.
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Fig. 3. Surface temperature by infrared imaging; (a) perpendicular, (b) parallel view.
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and nuclear ash are difficult to construct and operate. Of possible nuclear events, we
focused our efforts on measuring X-ray emanation and tritium production.

4.1 Emanating radiation.

Early in the investigation [1], we constructed a cell in which photographic film was
placed in close proximity to a working electrode made of Ni screen onto which the
Pd+D was co-deposited. After 24 hours exposure to the cathodically polarized elec-
trode, the photographic film was developed producing the image shown in Fig. 4a. To
obtain spectral data, Fig. 4b, of the X-ray emissions required the use of background
radiation shielding, the appropriate selection of detector(s) and cell design. Because of
the very low intensity of the electromagnetic radiation, both the photographic film [1]
and the detector [6] must be placed as close as possible to the radiation source.

To summarize, we offer the following conclusions:
(i) Reliable monitoring of emanating radiation requires adequate shielding, proper cell
design, and the placement of the suitable detector.
(ii) Cathodically polarized Pd/D system emits X-rays with a broad energy distribution
with an occasional emergence of recognizable peaks (e.g., at 21 keV).
(iii) The emission of X-rays appears to be sporadic and of limited duration.
(iv) The surface morphology influences radiation emission, eg, co-deposited electrodes
exhibit shorter initiation time than smooth surfaces. Also, the addition of Be2

�
ions and

urea activate the X-ray emission.

4.2 Tritium production.

Tritium production is determined by (i) comparing the computed and measured con-
centrations of tritium, (ii) observation of the non-equilibrium distribution of tritium
between the solution and gas phases and (iii) mass balance. Selected examples of tri-
tium production and its distribution are shown in Figs. 5a and 5b. It is clear that tritium
release occurs via two paths, one favoring the electrolyte phase, Fig. 5a, the other the
gas phase, Fig. 5b. [8]. The presence of tritium in the bulk metal was observed only
upon addition of small amounts of Al3

�
ions to the electrolyte prior to electrolysis [7].

The sporadic as well as low production rates, 103 to 104 atoms/second averaged over a
24-hour period [7], demand a very carefully designed system and sampling procedure,
Figs. 6a and 6b. Figure 6a shows the design of the calibrated cell (a) and recombiner
(b) containing a suitable catalyst. Due to the sporadic occurrence of nuclear events,
low rates of tritium production and errors in tritium analysis, short sampling times are
necessary because averaging over long time periods may obscure its detection.

To reiterate, we note:
(i) Closed cells (i.e., cells with recombining catalyst) are considered superior to close
system arrangements (cf. Fig. 6a) for the detection of tritium production in electrolytic
cells. But, a closed cell, by design, represents an integrating system, i.e., a system
incapable of detecting time dependent tritium production rates. In contrast, a closed
system arrangement, such as used in our laboratory, provides information on the rate
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a)

b)

Fig. 4. Emanating radiation, a) recorded on film, b) spectral data.
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a) b)

Fig. 5. Tritium production and release paths.

a) b)

Fig. 6. Apparatus for tritium measurements, a) cell design, b) sampling schedule.
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and frequency of the “burst-like” tritium production.
(ii) The evidence for tritium production as well as its production rate is calculated from
the difference between the computed and observed concentration of tritium, the non-
equilibrium distribution and the total mass balance.
(iii) The production of tritium takes place within the interphase region. The surface
morphology affects the distribution of tritium between the gas and electrolyte phases.

5.0 The interphase region.

Even a cursory examination of the thermal and nuclear activities indicate the impor-
tance of the region separating the homogeneous electrolyte and bulk metal phases. In
an attempt to determine the factors affecting the “performance envelope,” we under-
took an exploration of the interphase structure and processes therein. In particular, we
discuss the structure of the interphase, the driving forces on loading/unloading, and
development of thermal instabilities.

5.1 Structure of the interphase.

The layer separating the electrolyte and bulk metal homogeneous phases contains par-
ticles that interact with particles in neighboring phases. If the number of interacting
particles is large compared to the total number of particles, then this layer is defined as
non-autonomous. Evidently, the Pd/D2O interphase layer has a non-autonomous char-
acter. The complex structure of the Pd/D2O interphase and the operating forces acting
during loading and/or unloading can be best visualized by considering the sequence of
events taking place [4]. These events are as follows:�

b 	�
 �
λs 	�
 �

λm 	�
 �
m 	 (1)

where (b) is the homogeneous solution phase,
�
λs 	 and

�
λm 	 are the solution and metal

sides of the non-autonomous interphase and (m) denotes the bulk metal, Fig. 7. The
solution side comprises of two layers: the reaction layer (r) and the absorption layer (a)
while the metal side consists of the absorption (ab) and ionization (io) layers. Thus, for
a Pd electrode in contact with an electrolyte containing dissolved D2 in D2O acidified
with DCl or D2SO4, the distribution of components is as follows: Pd, e � and D

�
in

the metallic phase, Pd, D, D
�

and e � in the interphase, and D2, D
�

, Cl � /SO2 �4 in the
electrolyte phase. Evidently, not all phases contain the same components.

5.2 Driving forces.

The dynamics of the interphase during loading/unloading is driven by forces arising
from chemical potential gradients. The use of the chemical potential difference as the
driving force for the transport of species between two phases is subject to the application
of the Gibbs–Duhem equation which states that local equilibrium must be assumed.
But transport across the interphase as well as other processes put the system in a non-
equilibrium state. A non-equilibrium system in local equilibrium can be modeled by
segmenting the system in individual layers, each in mechanical and thermal equilibrium
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C
(r1) (ad) (ab) (r2)

 λ1 �  λ2 � λ �

�I �j1

�j2 j3

�j4
�jel

�jch

� jd

Fig. 7. Structure of the interphase.

with a stopped transport/reaction, i.e., where the Gibbs–Duhem equation is valid. By
reassembling the system and assuming local equilibria, the non-homogeneous nature of
the system is restored [4].

Chemical/electrochemical potentials in a system containing charged particles in thermal
and mechanical equilibrium is given by µi

� ∂∆G
∂ni

�
p � T � ni �� n j . When this system is placed

in an external electric field, ψ, the potential energy of charged particles becomes a
function of position, the system becomes non-electroneutral and its chemical potential
becomes µi

� ∂∆G
∂ni

�
p � T � ni �� n j � ψ. Thus, any change in p � T � n j and ψ has a direct effect on

the dynamics of the electrode/electrolyte interphase.

5.3 Development of thermal instabilities.

Even small changes in system variables are expected to have an effect on the dynamics
of the interphase. To demonstrate, a single grain when viewed under a microscope
equipped with Nomarski optics shows preferred sites for deuterium to enter, Fig. 8.
The associated volume changes within the λm layer produces motion in the λs layer
which can be displayed by interference fringes. Obviously, at high current densities,
the formation, growth and detachment of evolving deuterium bubbles would have a
profound effect on the overall processes in both the solution and the metal side of the
interphase.

The nature of the driving forces and the experimental evidence suggest that excess
enthalpy generation can be expressed as a function of externally applied field, ψ, (over-
potential, η), surface coverage, θ, concentration of absorbed deuterium, cD and concen-
tration of reactive states, cs, i.e., ∆H � Φ

�
p � T � ψ � θ � cD � cs 	 . The time/space dependent

location of short duration of discrete reaction sites further suggests that derivatives of
these variables are involved. Such functional dependence and the highly nonlinear be-
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Fig. 8. Effect of D absorption. Left, changes in electrode (by Nomarski optics), right,
in electrolyte (recorded by interferometer).

havior leads to the development of thermal instabilities which, in extreme, can lead to
electrode melting [5].

6.0 Concluding remarks.

The Pd electrodes prepared by the co-deposition technique show (i) excellent repro-
ducibility, (ii) an increase in the excess enthalpy production with the increase in cell
current and electrolyte temperature, and (iii) the heat sources are located in close prox-
imity to the electrode/electrolyte contact surface.

The search for the evidence of the Pd lattice assisted nuclear events requires well de-
signed cells and a strict adherence to experimental protocols. Thus, X-ray detection ne-
cessitates shielding and placement of the detector in close proximity to the Pd electrode
while tritium production must be based on a complete mass balance. Short sampling
times are required to detect low rates of production.

Note: To our knowledge, electrodes prepared by co–deposition technique were em-
ployed by Hodko and Bockris [18] and Miles [10]. In both cases, remarkable repro-
ducibility was demonstrated.
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CHAPTER 3: EXCESS HEAT AND HELIUM PRODUCTION IN PALLADIUM
AND PALLADIUM ALLOYS.

Melvin H. Miles

1.0 Introduction.

The research effort at the Naval Air Warfare Center, Weapons Division, China Lake,
proceeded along three main paths: (i) the development of accurate calorimetric methods
for detecting excess heat generation, (ii) sampling of the electrolysis gases for determin-
ing helium production, and (iii) monitoring the electrolysis cells for radiation effects.
The review of our research is presented in two parts. The first part covers research ac-
tivities at China Lake during 1989 to 1995 that became part of an official U.S. Navy
program titled Anomalous Effects in Deuterated Systems, funded by the ONR in 1992.
The second part reviews experiments conducted by the author at the New Hydrogen
Energy Laboratory (NHE), Sapporo, Japan, during October 1997 to March 1998. The
research at NHE focused on producing the following: (i) excess heat in China Lake type
cells using palladium and palladium particles, (ii) excess heat using palladium alloys in
the Fleischmann–Pons Dewar type cells, and (iii) excess heat using the co-deposition
method in the Fleischmann–Pons cells.

2.0 Excess Heat Production.

The main signature for fusion in the Pd/D2O system reported by Fleischmann and Pons
is excess heat production. Their announcement in 1989 excited the world because it
offered the possibility of unlimited, almost free, non-polluting energy. If cold fusion can
be rendered reliable and scaled-up, then it will likely be one of the important scientific
discoveries of the 20th century. Unfortunately, the Department of Energy (DOE) panel,
in their report on Cold Fusion, published in November 1989, stated that the China Lake
studies along with those of California Institute of Technology (Caltech), Massachusetts
Institute of Technology (MIT), and Harwell showed no excess heat production.
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Indeed, the initial calorimetric measurements at China Lake showed no measurable
excess heat generation, and this was reported at the Santa Fe, New Mexico meeting,
22–25 May 1989 and later published [1]. However, early in the research, we recognized
that two factors play a decisive role in the initiation and monitoring of the excess heat
production, viz., the metallurgy of the Pd and its alloys and a correct calorimeter design.

2.1 China Lake Isoperibolic Calorimeter.

Various designs were investigated consisting mostly of open, isoperibolic systems. It
was found that the decreasing level of the electrolyte, as D2O was electrolyzed to D2

and O2 gases, was identified as a major error in the calorimetry [1]. To minimize this
problem, the electrochemical cell was placed into a secondary compartment filled with
H2O, and the temperature was measured within the secondary compartment inside the
calorimeter, Fig. 1. With this design, the electrochemical cell served basically as an
electrical heater for the secondary compartment. These experiments showed that the
ratio of Heat Out/Heat In was 1.00 � 0.04 [1].

Fig. 1 Basic features of the China Lake isoperibolic calorimeter.

2.2 Johnson–Matthey Palladium.

All the early China Lake studies that showed no excess heat production used cath-
odes prepared from palladium wire (Wesgo) of unknown origin. It was later found that
the Wesgo palladium shows very poor loading characteristics. After a few months, a
large diameter (d = 0.63 cm) palladium rod was received from Johnson–Matthey. Two
segments from this rod were studied in two similar calorimetric cells in experiments
that started in September 1989. After about 10 days of electrolysis, both experiments
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showed excess heat production that was well outside the calorimetric error [3]. We later
turned these experiments off for a few weeks and then re-started the electrolysis. Once
again, excess heat was measured[3].

These results were presented at the First International Conference on Cold Fusion
(ICCF–1) in Salt Lake City, Utah, 28–31 March 1990 [4]. It is noteworthy that both our
results and the Fleischmann and Pons results indicate that days of electrolysis are nec-
essary before any excess heat appears and that rather large current densities (exceeding
100 mA/cm2) are required.

The same two initial samples of the Johnson–Matthey palladium rod were later used, cf.
4.1, in the experiments that yielded helium-4 in the electrolysis gas [5]. The Johnson–
Matthey palladium proved to be reliable for producing excess heat in our experiments.
These experiments demonstrated the importance of the metallurgical aspects of the pal-
ladium.

2.3 Naval Research Laboratory Materials Program.

In 1992, our research activities merged with those of NRL in a program funded by
ONR. It was realized, by this time, that the properties of the palladium were a critical
experimental parameter. Consequently, a major program was undertaken to produce
palladium materials that yielded excess heat and to identify the critical parameters of
such material.

In 1994, Imam [6] produced three compositions of a new palladium–boron alloy mate-
rial with nominal concentrations of 0.75, 0.50, and 0.25 weight percent boron. Analyses
showed that the three alloy compositions actually contained 0.62, 0.38, and 0.18 weight
percent boron. Two distinct phases of the same cubic structure were found in all three
compositions of the alloy.

Unlike previous NRL materials, these new Pd-B alloys produced excess heat in almost
every experiment [7]. The only Pd-B sample that failed to produce the excess heat was
one that had a large, folded-over metal region due to the swaging of this rod that acted
as a long crack [7]. Although we had achieved a major Navy goal for this program,
i.e., production of palladium materials that reproducibly yielded excess heat, the ONR
sponsored program was terminated a few months after the report of excess heat for the
Pd-B alloys, and no further research was conducted at China Lake after June 1995.
This same palladium-boron material produced significant excess heat in an experiment
in Japan using the Fleischmann–Pons Dewar type calorimetry (cf. 5.3).

The question naturally arises regarding why the Pd-B alloys proved so successful in
producing excess heat. Possible explanations include the fact that the added boron
significantly increases the hardness of the palladium and the presence of boron also
greatly retards the rate at which deuterium escapes from the palladium metal [7]. There
are also proposals of fusion reactions that involve boron.

The most likely explanation for the beneficial effect of the added boron is that it mini-
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mizes the activity of oxygen in the palladium by converting it to B2O3. This B2O3 floats
to the surface and is removed during the molten phase of the Pd–B preparation. This ex-
plains the lower boron concentrations in the final material. The Johnson–Matthey pro-
cess that produced good materials for excess heat generation reportedly used a cracked
ammonia atmosphere, i.e., N2 and H2. Here again, oxygen would be removed from
the palladium by its reaction with hydrogen to produce water. Perhaps this is the key
for reproducible excess heat effects: palladium that is relatively free of oxygen. The
co-deposition method developed by Szpak and Mosier–Boss would also produce pal-
ladium that is free of oxygen contamination. One can speculate that the deuterium in
the lattice reacts with the oxygen impurity to form D2O and that this breaks up the
palladium–deuterium lattice structure.

3.0 Radiation Measurements at China Lake.

We realized our lack of expertise in radiation measurements and never planned on this
becoming any official part of our research program at China Lake. However, radiation
monitoring was required by the safety personnel; hence, we purchased some equipment
including Geiger–Mueller (GM), sodium iodide (NaI) and neutron detectors, as well as
Scalar Ratemeters for monitoring any possible harmful radiation.

3.1 Dental Film Exposure.

The excess heat measurements for the two Johnson–Matthey palladium cathodes at
China Lake led to further experiments using these same two electrodes. These experi-
ments were designed to test for excess heat, X-rays by dental film exposure, neutrons
by gold activation, radiation by GM detectors, and helium-4 by the sampling of the
electrolysis gases [5]. Evidence was found for everything except for neutrons [5, 8].
Exposure of the dental film X–rays was observed [5]. The film positioned the closest to
the palladium cathode (Cell A) showed the greatest exposure [5].

3.2 Measurements Using GM and NaI Detectors.

Anomalously high radiation counts were observed using several different GM detectors
as well as NaI detectors during electrolysis experiments with palladium cathodes in
heavy water [7]. These high radiation counts were often observed in co-deposition
experiments where palladium metal is deposited from a D2O solution onto a copper
cathode in the presence of evolving deuterium gas. The radiation counts reached values
as high as 73 σ above normal background counts. The radiation would appear within
a few hours in the co-deposition experiments. In contrast, the appearance of radiation
required days of electrolysis for the palladium rods [9]. The emission of low intensity
X-rays from similar Pd/D systems was reported by Szpak et al. [10].

3.3 Neutron Measurements.

Neutron emissions from these experiments are very low and difficult to detect. Our
measurements were strictly for safety concerns. We used a Ludlum Model 15 neutron
survey meter that was placed close to the water bath containing the electrochemical
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cells. We used only an audio detection signal and never recorded any neutron counts
versus time for either the experiments or the background. Our one experiment using
neutron activation of indium and gold foils mounted at the surface of the electrochem-
ical cells shows that any neutron production would have to be less than 105 per second
[5].

4.0 Helium Measurements.

Two major theories had predicted that helium-4 would be the main fusion product in
the Pd/D system prior to our experimental measurements and had also predicted that the
helium-4 would be present in the electrolysis gases. The first, by Preparata [11], was
based on Quantum Electrodynamics (QED) while the second, by Chubb and Chubb
[12], was based on Ion Band States. It is noted that the first solid evidence for helium
production was reported by us. Following our initial measurements of helium-4 pro-
duction in the Pd/D system, a number of other laboratories have verified this result.
Very strong evidence for helium-4 production is found in the recent work of Arata et al.
[13] and McKubre et al. [14].

4.1 Samples Collected in Glass Flasks.

Our initial report of helium-4 production during excess heat events in D2O electrolysis
experiments was published in March 1991 [15]. In these experiments, the flow of the
electrolysis gases was directed through a 500 mL glass flask and then through an oil
bubbler to the outside atmosphere. A positive pressure was maintained within the sys-
tem to minimize any atmospheric contamination. These experiments began 3 October
1990 and ended 25 December 1990. The system was thoroughly flushed with boil-
off N2 gas whenever a glass flask was replaced or when D2O was added. The collected
electrolysis gas samples were sent to the University of Texas for helium analysis. Based
on these experiments, helium-4 is the major product when excess heat occurs [15].

A major criticism of these results was the possibility of atmospheric helium-4 con-
tamination, especially due to the known diffusion of helium through glass. It was
precisely because of these concerns that we conducted control experiments performed
using H2O+LiOH in place of D2O + LiOD. These control studies gave no evidence
of helium-4 production [5, 7, 8, 15]. Our first D2O + LiOD electrolysis gas sample
(10/17/90–A) also served as a control since there was no significant excess heat and
no helium-4 detected [5, 7, 11, 16]. Our controls, therefore, covered time periods both
before and after the excess heat experiments; this refutes arguments by critics that we
were simply getting better at keeping out helium-4 [16].

4.2 Samples Collected in Metal Flasks.

These helium-4 experiments were repeated using metal flasks for collecting electrolysis
gas samples to rule out the possibility of helium diffusion through glass. All experimen-
tal conditions were intentionally kept the same except for the use of the metal flasks.
The helium-4 measurements for the metal flask samples were performed at the U.S. Bu-
reau of Mines, Amarillo, Texas, laboratory that specialized in these measurements. The
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end result was the same as before. The electrolysis gas samples collected in metal flasks
during excess heat production also contained excess helium-4 [7, 17]. Furthermore, the
rate of helium production could now be established at 1011 to 1012 atoms per second
per watt of excess power [12, 17]. This is the correct magnitude for typical deuteron
fusion reactions that yield helium-4 as a product.

4.3 Summary of Helium Measurements.

A total of thirty-three experiments were conducted that involved the measurement of
helium-4 in the electrolysis gas. In experiments producing excess heat, 18 out of 21
also produced helium-4. Two experiments using a Pd–Ce cathode produced excess
heat, but no helium-4 was detected [7]. The explanation is that the helium-4 remains
trapped in this alloy. The third experiment involved a flawed excess heat measurement
due to an unusually low D2O level in the cell [7]. For all 12 experiments where no
excess heat was produced, there was no evidence for helium-4 production [7]. The
probability of finding the correct relationship between excess heat and helium-4 in 30
out of 33 experiments is about one in a million [7]. The probability of also observing
the correct magnitude of helium–4 production (1011 to 1012 atoms per second per watt
of excess power) in each experiment due to random errors is a very unlikely situation.

5.0 Research at NHE.

No further research in the Pd/D system was done at China Lake after the ONR fund-
ing ended in June 1995. However, a New Energy Development Organization (NEDO)
appointment became available to work at the New Hydrogen Energy (NHE) laboratory
in Sapporo, Japan, from late October 1997 until the end of March 1998. Numerous
calorimetric data were collected. Much of this data still awaits extensive analysis.

5.1 China Lake Calorimetry at NHE.

The final two cold fusion experiments at China Lake in 1995 involved tests of 1.0 mm
diameter Johnson–Matthey palladium wire. One experiment produced 200 mW of ex-
cess power while the other did not [7]. These same two cells, electrodes, and calorime-
ters were used again at NHE in Japan. The only major change was the use of aluminum
foil rather than water in the secondary compartment surrounding the cells. This change
made the calorimetric system much more sensitive to the detection of excess power
( � 5 mW versus � 20 mW). Once again, the palladium wire that produced excess heat
in China Lake produced significant excess heat at NHE in Japan. The other palladium
wire also performed as before and produced no measurable excess heat effects. These
results have been recently published [18].

5.2 Cells Using Platinum and Palladium particles.

These experiments in China Lake cells were designed to give dynamic electrolysis con-
ditions by using small palladium and platinum particles. These particles were actually
miniature cylindrical rods with the dimensions of 0.6 to 0.65 mm diameter and 0.65
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to 0.70 mm length. The China Lake calorimetry was used to test platinum particles in
Cell A as a control while palladium particles were investigated in Cell B [19]. Figure
2 shows the electrochemical power along with the output power for the cell containing
palladium particles.

Cell B −  DC and Pulse Power 
February 11 −  March 9, 1998 
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Figure 2. The electrochemical power and output power for the palladium particles in
Cell B.

After about a week of electrolysis, the output power began to exceed the input power
to the cell. This excess power was nearly 100 mW for direct current electrolysis. The
electrochemical input power was switched to pulse power at 20490 minutes. This in-
volved a peak voltage of nearly 100 V, a peak current of 6 A, a pulse width of 1.0 µs,
a pulse frequency of 5 kHz, and an average electrolysis current of 0.012 A [19]. As
shown in Fig. 2, larger amounts of excess power exceeding 200 mW were observed.
The cell containing platinum particles gave no excess power for either direct current or
pulse electrolysis [19].

The small metal particles jostle about during electrolysis; hence, new surface areas are
continually exposed to the metal/electrolyte interface where electrolysis occurs. This
experiment was designed to give a fluidized bed electrolysis effect, but the metal par-
ticles were too heavy. The many tiny palladium particles make these experiments less
sensitive to the variables that produce excess heat in one palladium rod, but not in an-
other similar rod.

5.3 Palladium Alloy Cathodes in Fleischmann–Pons Type Cells.

The three Dewar-type electrochemical cells used at NHE were silvered in their top
portions so that heat transfer is confined almost exclusively to radiation across the un-
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silvered part. The palladium cathodes selected for the first calorimetric studies in these
cells were Pd-Ce-B, Pd-B (0.5 weight % boron), and Pd-Ce. These experiments require
accurate determination of the radiative heat transfer coefficient and the water equivalent
of the cell. The approximate methods used for the analysis are discussed elsewhere [20].
These approximate methods show no measurable excess power for the Pd-Ce-B cell and
significant excess power for the Pd–B and Pd–Ce cells [19, 20]. Figure 3 presents the
excess power for the Pd–B experiment using the Fleischmann–Pons calorimetry.

Fig. 3. Excess power measurements for the Pd-0.5B cathode in Cell A-2.

The data set from this Pd–B experiment has been examined in detail by Fleischmann
and his results are presented elsewhere in this report. This independent evaluation of
the raw data by Fleischmann shows the same general trends as Fig. 3, but the excess
power is significantly higher. Comparisons of these two methods show that the radiative
heat transfer coefficient used for Fig. 3 is 4.64% too small (8.112x10 � 10 W/K4 versus
8.5065x10 � 10 W/K4). The NHE method used for this experiment as well as for other
experiments [21] is found to be completely invalid [21]. An interesting feature of this
Pd–B study is the early onset of the excess heat effect.

Excess power measurements for the Pd–Ce cathode in the Fleischmann–Pons type cell
is presented in Figure 4.

This Pd–Ce material was obtained from Fleischmann and gave significant excess heat
in a previous study at China Lake [7]. The radiative heat transfer coefficient used for
the results shown in Fig. 4 was 8.000x10 � 10 W/K4. An independent evaluation of the
raw data for this experiment by Fleischmann is in progress.

26

New
 E

ne
rgy

 Tim
es



Figure 4. Excess power measurements for the Pd-Ce cathode in Cell A-3.

5.4 Co-Deposition Experiments in Fleischmann–Pons Type Cells.

The method of depositing palladium from solution onto a copper cathode in the pres-
ence of evolving deuterium gas was first reported by Szpak et al. [22]. For the experi-
ments at NHE, a modified plating solution was used consisting of 0.025 M PdCl2, 0.15
M ND4Cl, and 0.15 M ND4OD in D2O [19]. No lithium salts were used. The mixing
of these chemicals produced an orange solution and the formation of a precipitate. This
precipitate was likely Pd(OD)2 due to the rather high initial pH of the solution (pH=9
to 10).

Three co-deposition experiments were conducted at NHE using the Fleischmann–Pons
calorimetric cells. The initial current was 0.006 A in each cell. The deposition of
palladium onto the copper cathode was visible within a few minutes, and the copper was
completely covered by a dark palladium deposit within 30 minutes. After 24 hours, the
plating solution was nearly clear and gassing was readily visible at the Pd/Cu cathode.
The current was then increased to 0.100 A in each cell. On the second day, the solution
had turned to a pale yellow color. The current was then increased to 0.200 A, but a
chlorine odor developed in the room; hence, the current had to be reduced to 0.020 A
for the weekend. The following week, the cell currents were increased to 0.100 A, then
0.200 A, and finally to 0.400 A without any further problems with the chlorine odor.

The excess power for these three co-deposition cells is shown in Figure 5.

Excess power is generated in each cell. During the last 2 days of this experiment, about
400 mW of excess power was present in both Cells A-1 and A-3 while about 100 mW
of excess power was present in Cell A-2. These results have been included in a refereed
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Figure 5. Excess power measurements in co-deposition experiments.

publication [23]. The raw data sets for these experiments still await complete analysis.
Based on other independent analysis for these Fleischmann–Pons cells, even larger ex-
cess heat effects are likely. The co-deposition results for Cell A-2 were evaluated by
Fleischmann, and results reported at the March 2001 meeting of the American Physical
Society [24]. There is clear evidence for positive feedback effects in this experiment
[24].
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6.0 Concluding Remarks.

This new field of anomalous effects in the Pd/D system has endured a difficult 12-year
survival struggle. Many scientists who have persisted with this research have seen their
careers placed in jeopardy. Nevertheless, no scientific publications have clearly dis-
proved any claims of excess heat, helium production, radiation, or tritium. In contrast,
similar results for this research have been reported by many laboratories around the
world. Unfortunately, this new field was dismissed from the scientific table in 1989 by
ridicule rather than by the proper application of the scientific method. A recent book
has clearly documented this struggle [25]. In the end, the scientific truth about this field
will prevail.
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CHAPTER 4: ANALYSIS OF EXPERIMENT MC–21: A CASE STUDY.

S. Szpak, P. A. Mosier–Boss, M. H. Miles, M.A. Imam, and M. Fleischmann

PART I: DEVELOPMENT OF DIAGNOSTIC CRITERIA.

I/1.0 Introduction.

In the text, frequent reference is made to the “ICARUS methodology” and “experiment
MC-21”. The term ICARUS is an acronym for Isoperibolic Calorimetry: Acquisition,
Research and Utilities System. It is a document specifying cell design, operating equip-
ment, experimental protocol, and data analysis. Experiment Mc–21 identifies an exper-
imental run conducted by M.H. Miles at the New Hydrogen Energy (NHE) laboratories
in Sapporo, Japan, while on leave from the NWC China Lake.

This chapter contains two parts. the first deals with the development of diagnostic
criteria for the assessment of excess enthalpy generation based on the modelling of the
isoperibolic calorimeters used and leading to the definition of a number of versions of
the heat transfer coefficient. These heat transfer coefficients define the behavior of the
calorimetric systems. The second part contains the application of these criteria to a
specific run, e.g., that of experiment Mc–21.

I/2.0 Symbols used.

Cp � g – heat capacitance of the D2O vapor. [J(gMole) � 1K � 1]
Cp � l – heat capacitance of liquid D2O. [J(gMole) � 1K � 1]
Ec

�
t 	 – cell voltage at time t. [V]

Eth � b – thermoneutral potential at the bath temperature.[V]
F – Faraday constant. [coulombs (gMole) � 1]
H
�
t � ti 	 i � 1 � 2 – Heavyside unity shift function. � H �

t � ti 	 � 0 for t � ti;
H
�
t � ti 	 � 1 for t

�
ti].

∆Hev – rate of evaporative cooling. [W]
∆Hnet

�
t 	 – rate of net enthalpy input at the time t. [W]
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I – cell current. [A]
ki � j � l – heat transfer coefficient. [WK � 4].
L – latent heat of evaporation. [J(gMole) � 1

M– number of mole of D2O at t � 0.
P – vapor pressure at the cell temperature. [bar]
P � – atmospheric pressure. [bar]
PD2 – pressure of deuterium. [bar]
Q f

�
t 	 – generation of excess enthalpy in the cell at time t. [W]

t – time. [s]
∆θ –temperature difference between the cell and the water bath. [K]
θb – bath temperature. [K]
µ –chemical potential. [J]
µ – electrochemical potential. [J]
τ – time. [s]
φ – Galvani potential. [V]
Φ – proportionality constant relating conductive heat transfer to the radiative

I/3.0 Calorimetry: the governing equation.

At low to intermediate cell temperatures (i.e., 30 � C � θ � 80 � C), the behavior of the
calorimeters, shown in Fig. 1, is modelled adequately by the differential equation:�

Cp � lM d∆θ
dt � � � � Ec � Eth 	 I � � �Q f

�
t 	�� � �∆QH

�
t � t1 	�� ∆QH

�
t � t2 	�� ��

3I
4F

�
P
�
t 	

P � � P
�
t 	 � � � Cp � g � Cp � l 	 ∆θ

�
t 	 � Ll � � �"! k #R � � θb

� ∆θ
�
t 	$	 4 � θ4

b �&% (2)

where terms in square brackets indicate that the time rate of change in the enthalpy
content of the calorimeter equals the sum of the rate of enthalpy input due to electrol-
ysis, rate of excess enthalpy generation, the calibration pulse less the rate of enthalpy
removal in the gas stream, and the rate of heat transfer to the water bath, given in Eq.
(1) by the rate of radiative transfer alone.

In arriving at Eq. (1), we have made a number of approximations,1 the major one being
the representation of the heat transfer term

� k0
Rθ3

b � 1 � γt � � � θb
� ∆θ

�
t 	'	 4

θ3
b

�
4Φ∆θ

�
t 	 � (3)

by the purely radiative term with an appropriate increase of the radiative heat transfer
coefficient to k #R. As we have shown elsewhere [1], this leads to a small underestimate
of the heat output and, therefore, to a small underestimate of Q f .2 At the first level of

1Extensive discussion can be found in e.g., ref. [1].
2We have sought throughout to ensure that all approximations should lead to underestimates of Q f .
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Fig.1. Silvered Dewar calorimeter.

approximation, we can neglect the residual small time dependence of the heat transfer
coefficient.

With the calorimeters supplied with the ICARUS systems, the conductive contribution
to heat transfer was very small. In fact, if this term was “lumped” into the radiative
term by allowing for a small increase in the radiative heat transfer coefficient:

radiative heat transfer � �
k # � 0R 	(� 1 � γt ��� � θb

� ∆θ 	 4 � θ4
b � (4)

then the values of the “pseudo-radiative” heat transfer coefficient derived
(k # � 0R 	)� 1 � γt], were close to those calculated from the Stefan-Boltzmann coefficient and
the radiative surface area.3 4

If the time dependence of the heat transfer coefficient is not included explicitly in Eq.
(3), then

radiative heat transfer � �
k #R 	)� � θb

� ∆θ 	�� 4 � θ4
b � (5)

where the radiative heat transfer coefficient (k #R) now shows a weak time–dependence.

3Typical values: 0.72 * 10 + 9 WK + 4 , (k - . 0R / [1 – γt] , 0.76 * 10 + 9 WK + 4. However, for the cell used
in the experiment Mc–21, this “pseudo-radiative” heat transfer coefficient is 0.85 * 10 + 9 WK + 4 so that the
conductive contribution was evidently increased. We have to assume that this increase in the heat transfer
coefficient must have been due to a “softening” of the vacuum in the Dewar calorimeters.

4An increase in the “pseudo-radiative” heat transfer coefficient can normally only be observed if the cells
are “overfilled” with D2O during the periodic replenishment of the cells. This “overfilling” of the cells leads
to the approach of the electrolyte level to the base of the Kel-F plug sealing the cells thereby increasing
the conductive losses through the top of the cell. This effect (which leads to a 4 to 5 % increase in the
“pseudo-radiative” heat transfer coefficient) can be observed in the results for day 61 of experiment Mc 21.
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I/4.0 Excess enthalpy generation.

Whether or not a particular cell generated excess enthalpy is determined by energy
balance. We, therefore, need to examine all the terms in Eq. (1).

I/4.1 Enthalpy removal by gas stream.

In calculating the rate of enthalpy removal by the gas stream, Eq. (5),�
3I 0 4F 	)� P 0 � P � � P 	���� � Cp � g � Cp � l 	 ∆θ �

L � (6)

we have always assumed that the partial pressure of D2O in this gas stream can be
calculated using the Clausius–Clapeyron equation with the latent heat of evaporation, L,
being that at the boiling point. Evaporative cooling only becomes an important term at
temperatures close to the boiling point (at ca∆θ � 70 � C) where these two assumptions
are justified. At low to intermediate temperatures, ∆Hev

�
t 	 is a minor correction term

so that errors due to the two assumptions introduce second order small quantities. In
particular, the errors introduced by neglect of the temperature dependence of the latent
enthalpy of evaporation are � 0.1% under all conditions of operation of the cells. It is
also important to bear in mind that such errors are further reduced for all evaluations
of the “true” heat transfer coefficients, as these evaluations are based on differences in
temperature induced by the calibration pulses (or on differences in temperature induced
by “topping” up of the cells or perturbations of the current density; such methods of
calibration are not considered in this report).

The parameters required for this calculation were contained in data files of the ICARUS-
1 and ICARUS-2 software and were identical for both systems5. The Handbooks [2,
2A] contained specific instructions that some of these parameters would need to be
changed (here, θb and P � ; see below) as well as instructions as to how such changes in
the parameter listing were to be carried out.6

The first of these changes is the adjustment of the boiling point to the value which
5The values installed in the programs as supplied were:

Cp . l = 84.349 J Mol 1 1 K + 1

Cp . g = 44.500 J Mo1 + 1K + 1

θb = 374.570 K + 1

F = 96484.56 C Mole + 1

R = 8.3 14410 J Mole + 1K + 1

L = 41,672.600 J Mole + 1

P = 1.003 Ats
6However, it appears that values of the rates of evaporative enthalpy loss close to those given in the NHE.

Analyses may be calculated for low to intermediate temperatures using the parameter listing supplied with the
instruments, i.e., the changes required were not made. (It also appears that the latent enthalpy of evaporation
was not corrected for changes in temperature.) The consequent errors are sufficiently small that they do not
invalidate the analyses. However, the values of the rates of evaporative enthalpy loss contained in the (k -R / 11-
spreadsheets of the NHE analyses for temperatures close to the boiling point cannot be calculated with any
values of the parameters close to those contained in the listing supplied with the instruments. This matter has
not been investigated further as it is in any event necessary to make three further changes if experiment cycles
close to the boiling point are to be evaluated.
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applies to the ambient atmospheric pressure.7 The values of P � that have been used in
the present interpretation have been obtained from the Sapporo Airport. Furthermore,
it has been assumed that the pressure in the cell is the same as the ambient pressure,
although it may well be that the pressure in the cell was somewhat higher than this
value.

The second change is that it is necessary to take note of the fact that the boiling point
corresponds to that of the electrolyte solution in the cell. It has been assumed that this
correction is given by that for an ideal solution
∆θbp

� �
R 0 L 	 � θ2

bplnx1 	 where x1 is the mole fraction of the D2O in the electrolyte.
It will be evident that this correction becomes especially important on day 68 when the
cell contents are driven to dryness. In that case, the boiling point must be adjusted at
each measurement interval as the D2O content of the cell decreases. The values of the
boiling points appropriate for the interpretation of the experimental data for day 68 are
discussed further in vol. II/5.0

I/4.2 Rate of reflux.

The third change again applies specifically to day 68, namely, an allowance for the
effect of reflux in the cell. In order to evaluate the effects of reflux, we need to take
note of the fact that the vapor space in the cell is filled predominantly by D2O as the
cell is driven to dryness. Thus, even at the start of day 68, the mole fraction of D2O
in the vapor space was ca 0.85 for this experiment. In consequence, heat transfer from
the vapor phase to the walls of the Dewar (to provide the enthalpy input required by
radiation across the vacuum gap) was dominantly from the D2O content of the vapor.
We also need to take note of the fact that the contribution to the heat capacitance of the
vapor phase in the vicinity of the boiling point due to the D2O content of this phase is

� d
�
LP 0 P � 	$0 d∆θ � L2 0 Rθ2

bpe 2 � L∆θ 3 Rθ2
bp 4 (7)

where ∆θ is the temperature displacement from the boiling point. This heat capacitance
is ca 67 times larger than that of equivalent gas space filled with oxygen and hydrogen
and, therefore, ca 380 times larger than the heat capacitance due to these gases for the
actual working conditions at the start of day 68.

This marked increase in the heat capacitance of the part of the cell filled with gas and
D2O vapor has two consequences. In the first place, the heat transfer across the vacuum
gap must be maintained at the same value as that which applies to the liquid phase.8

Secondly, the radiative output across the section of the Dewar Cells filled with vapor
must be balanced by the condensation of an amount of vapor sufficient to supply the
radiative enthalpy.

7It should be noted that the ICARUS-2 system was supplied with the means for the continuous recording
of the barometric pressure, but this facility was evidently disabled following the installation of the system.

8Independent calibrations show that the heat transfer coefficient for cells filled with air are about 0.75 of
the values of these coefficients for cells filled with liquid [3, 4]. It follows therefore that the marked increase
in the heat capacitance of the cells filled with D2O vapor at temperatures close to the boiling point must lead
to the maintenance of the heat transfer coefficient at the value which applies to cells filled with liquid.
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A first approximation for the rate of reflux in the cell is

rate of reflux � �
k #R 	 12 f1

�
θ 	 Σ∆M 0 L∆tM0 (8)

where ∆M is amount of D2O evaporated in each measurement interval, ∆t. Equation
(7) represents an upper limit for this extent of reflux since we are neglecting the heat
transfer to the walls by the deuterium and oxygen in the gas space as well as the effects
of the reheating of this gas space by the liquid in the lower section of the calorimeter.9

It will be evident that analyses based on the use of Eqs. (5–7) can only be approxima-
tions. Two of the most obvious deficiencies are the use of dilute solution theory in the
interpretation and the neglect of hydrostatic pressure on the boiling points used in the
Clausius–Clapeyron equation. It follows, therefore, that a part of the analyses of the raw
data for the episodes of cells being driven to dryness should be based on assumptions
which are independent of the use of Eqs (5–7). These matters are considered further in
vol. II/5.0.

I/5.0 Heat Transfer Coefficients: Definition and evaluation.

The heat transfer coefficients will be described by the suffices used previously, i.e.�
k #R 	 i 5 j � l where i � 1 � 2 � 3 denotes differential, backward integration and forward inte-

gration, j is defined at appropriate points below and l � 1 � 2 denotes lower bound and
true coefficients, respectively. The simplest starting point is to assume that there is no
excess enthalpy generation in the system i.e., Q f

�
t 	 � 0 in Eq. (1) and to evaluate a

lower bound heat transfer coefficient (i.e., a coefficient which assumes that the rate of
excess enthalpy generation is zero) at a time just before the end of the calibration pulse,
t � t2: �

k #R 	 1 � � Ec
�
t 	�� Eth � b � I � ∆Hev

�
t 	�� CpM

�
d∆θ 0 dt 	

f1
�
θ 	 (9)

where f1
�
θ 	 � � θb

� ∆θ
�
t 	�� 4 � θ4 is the temperature function.

This, Eq. (9), was the first heat transfer coefficient used in our investigations; hence, the
designation (k #R 	 1. It should be noted that this designation should really be changed so
as to be consistent with the definition (8), but this will not be done principally because
the definition (10) was subsequently extended to any part of the measurement cycle, the
coefficient being designated (k #R)11.10

Having obtained (k #R)11, it is frequently desirable to establish the 11-point averages
9The group at the NHE laboratories attempted to determine the values of ∆M directly by adding a con-

densation section to the cells. It was difficult to see how anybody could convince themselves that such
measurements could give meaningful results. One would at best have derived information about the reflux
ratio, a quantity which does not give any useful information about the rate of excess enthalpy generation.
The only useable information is the detection of the time at which the cells are driven to dryness. However,
this time can be determined directly from raw data by noting the fall in the cell current or by direct visual
observation.

10We should perhaps change this designation of (k -R / 101 to denote i 6 1, differential; j = 0, any part of
the measurement cycle; l 6 1, lower bound; but the description (k -R)11 will be retained as it has been used
extensively in earlier reports and papers.
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(k #R)11 so as to decrease the noise.11 Such averaging gives ca 26 independent values for
measurement cycles lasting 1 day, or better ca 52 values for the recommended 2-day
cycles. In turn, it is useful to evaluate the 6-point averages of (k #R)11 which have been

designated as (k #R)11. It is not useful to extend this averaging beyond 6 points, because
any such extension makes the systematic errors (due to the residual decrease of (k #R)11

with time) larger than the random errors.

I/5.1 Determination of CpM.

It is apparent from Eq. (10) that we need accurate values of CpM to make (k #R)11 gen-
erally useful.12 A first approach to the determination of the value of CpM for any given
cell is to rearrange Eq. (8) to the straight line form

y � mx
�

c (10)

i.e.,

� Ec
�
t 	�� Eth � b � I � ∆Hev

�
t 	

f1
�
θ 	 � CpM

�
d∆θ 0 dt 	

f1
�
θ 	 � �

k #R 	 1 � j � 1 (11)

and to derive then approximate values of CpM from the slopes of the plots in regions
where the temperature is varying relatively rapidly with time. We can distinguish four
such plots designated by the relevant derived heat transfer coefficients (k # � 0R 	 151, (k # � 0R 	 161

(k # � 0R 	 171, and (k # � 0R 	 181 according to whether the fitting of Eq. (10) is carried out at times
somewhat above the origin, at times somewhat above t1 (the time of application of the
calibration pulse), at times somewhat above t2 (the time of cessation of the calibration
pulse), or by the combination of the last two time regions, see Fig. 2.13

It should be noted that (k # � 0R 	 151 cannot be evaluated systematically for experiment Mc–
21 because of the irregular schedule of the addition of D2O (see vol. II/1.3). Evaluations
of (k # � 0R 	 161, (k # � 0R 	 171 and (k # � 0R 	 181 for the important data set for day 3 are markedly de-
graded due to the early onset of positive feedback, see vol. II/1.3. The procedure based
on Eq. (10) has limited precision because of the need to differentiate the inherently
noisy experimental data. It is therefore necessary to carry out the fitting procedures
over extended regions of the abscissae, (d∆θ 0 dt 	70 f1

�
θ 	 , so that the data are inevitably

affected by the onset of the positive feedback detected for the operation of the cell on
that day.

In this connection, it should also be noted that separate investigations have shown that
(d∆θ 0 dt 	 is best estimated by using the second order central differences (i.e., the chords

11Other averages can be made but the use of the 11-point average has been found to be especially useful.
12It is apparent that the group at NHE retained the value of CpM specified in the parameter listing rather

than to determine the correct value and to substitute this corrected value in the listing.
13However, there is a measure of ambiguity about the interpretation of the values of (k - . 0R / 1 . j . 1 derived,

which is discussed in vol. II of this report.
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Fig. 2. Evaluation of (k #R 	 181 and CpM according to Eq. (10).

of the curves). More accurate values could be derived in principle by using higher order
differences. However, in practice, the repeated differentiation of the experimental data
(implicit when using higher order differences) leads to an increase in noise if we use
differences higher than the second order.14

In the absence of sufficiently precise determinations of CpM, the evaluations must nec-
essarily be restricted to regions of time where the contribution of the term CpM

�
d∆θ 0 dt 	70 f1

�
θ 	

is adequately small. In that case, it is adequate to use a “guesstimate” of CpM. This
matter (including the evaluation of a “guesstimate” of CpM) is considered further in
vol. II/2.0. It is next necessary to evaluate a true differential heat transfer coefficient.
The simplest procedure, giving (k #R 	 2 near the end of the calibration period at time t =
t2, is obtained by including the calibration pulse,15 ∆Q:�

k #R 	 2
� ∆Q

� � Ec
�
∆θ2 � t2 	8� Ec

�
∆θ1 � t2 � I

f2
�
θ 	

� ∆Hev
�
∆θ2 � t2 	 � ∆Hev

�
θ1 � t2 	8� CpM � � d∆θ 0 dt 	 ∆θ2 � t2 � �

d∆θ 0 dt 	 ∆θ1 � t2 �
f2
�
θ 	 (12)

14Objections have often been raised to the procedures which we have adopted based on the fact that we
have not “binned the data,” i.e., we have not signal averaged before the data analysis. However, “binning of
the data” must always be approached with great caution: one should only “bin data” or “bin coefficients” if
these data or coefficients are to be expected to be constant over the averaging interval. This is not the case for9
k -R / 11 unless the effects of the term CpM

9
d∆θ : dt / have been taken into account. Once this is done we can,

of course, bin the coefficients as we have done in deriving
9
k -R / 11 and (k -R / 11 [as well as

9
k -R / 181].

15 9 k -R / 2 was the second heat transfer coefficient used in our investigations.
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where we now have

f2
�
θ 	 � � θb

� �
∆θ2 � t2 	�� 4 �;� θb

� �
∆θ1 � t2 	�� 4 (13)

In order to carry out such evaluations, it is useful to construct A.4- or A.3-sized plots of
the raw data and then to obtain appropriate averages by using a transparent ruler. This
type of analysis used to be a generally accepted approach but then fell into disrepute.
However, the methodology is now again accepted giving so-called robust estimates.

I/5.2 Precision and accuracy – differential coefficients.

It may be noted that the errors in (k #R 	 2 are measures of the accuracy of the true heat
transfer coefficient as the estimates are made in terms of the known Joule enthalpy input
to the calibration heater. Errors in (k #R 	 1 or (k #R 	 11 are measures of the precision of the
lower bound heat transfer coefficients as there is no independent calibration and there
may be excess enthalpy generation in the system. It is important that (k #R 	 11 and (k #R 	 2
are the least precise and least accurate coefficients which can be obtained from the raw
data. Statements that the errors are larger than this (e.g., see [5]) simply show that
mistakes have been made in the data analysis procedures and/or the execution of the
experiments.

We have always insisted that the construction and evaluation of plots of the raw data
is an essential prerequisite of the more elaborate data evaluation procedures. For one
thing, it shows whether the noise levels in the experiments were sufficiently low to jus-
tify more detailed evaluations and also points to malfunctions in the experiments. It also
shows immediately whether the
θ � t and Ec � t transients have relaxed sufficiently to permit the evaluation of (k #R 	 1
and (k #R 	 2. Furthermore, it gives immediate indications of the presence (or absence) of
positive feedback. As has been pointed out repeatedly all calibration procedures require
that the rate of excess enthalpy generation, Q f

�
t 	 , be constant during the calibration pe-

riods. These matters are considered further in the main text, vol. II/2.0 and vol. II/3.0.

Having obtained the true heat transfer coefficient at a single point (usually near the end
of the calibration pulse, t � t2) it is important to ask: what is the true heat transfer
coefficient, (k #R 	 12, at any other time? We can make such an evaluation within the
duration t1 � t � t2 of the calibration pulse simply by using Eq. (11 ) giving (k #R 	 12

rather than (k #R 	 2. Note also that Eq. (11) can be rearranged to the straight line form

∆Q
� � Ec

�
∆θ2 � t 	�� Ec

�
∆θ1 � t 	�� I � ∆Hev

�
∆θ2 � t 	 � ∆Hev

�
∆θ1 � t 	

f2
�
θ 	

� CpM � � d∆θ 	70 dt 	 ∆θ2 � t � �
d∆θ 0 dt 	 ∆θ1 � t �

f2
�
θ 	 � �

k # . 0R 	 162 (14)

which is applicable at times close to and above t1. It is evident, therefore, that such
plots can also be used to obtain estimates of CpM, but the accuracy of such values is
inevitably much lower than the precision of those obtained by the application of the
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corresponding expression for the lower bound heat transfer coefficient, (k #R 	 161, Eq.
(10). Nevertheless, Eq. (11) is useful because it allows the removal of the effects
of the water equivalent, CpM, on the true heat transfer coefficient, (k # � 0R 	 162, simply
by extrapolating to zero value of the abscissa. However, the time corresponding to this
point will not be accessible experimentally for calibrations carried out with a calibration
pulse of 6-hour duration for polarizations carried out at low cell currents (although this
time is probably close to t � t2).16

In the regions in which there is no application of a heater pulse, i.e., for 0 � t � t1

and t2 � t � T , the true heat transfer coefficient can only be obtained from the heating
and cooling curves, i.e. the driving force is the change in the enthalpy content of the
calorimeters rather that ∆Q. It is now sensible to cast Eq. (11) in the form

16A similar comment applies to the determination of
9
k - . 0R / 161: the time at which

9
d∆θ : dt 6 0 / will usually

be accessible to experiments in which t1 6 9 hours. However, no such point can be defined for
9
k - . 0R / 171 so

that this determination is mathematically questionable. This is therefore equally true for
9
k - . 0R / 181, although

these extrapolations are certainly sound from an operational point of view.
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CpM � � d∆θ 0 dt 	 ∆θ2 � t � �
d∆θ 0 dt 	 ∆θ1 � t �

f2
�
θ 	 �

� �
k # � 0R 	 152

� � Ec
�
∆θ2 � t 	�� Ec

�
∆θ1 � t 	�� I � ∆Hev

�
∆θ2 � t 	 � ∆Hev

�
∆θ1 � t 	

f2
�
θ 	 (15)

(same for (k # � 0R 	 172.)

If the system is functioning correctly, then it will be found that the L.H.S. of Eq. (14)
is essentially constant (although this constancy can only be probed over a short time
range). The second term on the R.H.S. of Eq. (14) will be much smaller than the term
on the L.H.S., i.e. it is in the nature of a correction term to give point-by-point values of
(k # � 0R 	 152 or (k # � 0R 	 172. It will be evident that the accuracy of these versions of the true heat
transfer coefficient is limited by the accuracy of the estimates of CpM. This particular
part of the methodology is therefore only useful to serve as a check on the operation of
the cells and methods of data evaluation. Furthermore, it is not possible to apply Eq.
(14) systematically to the time region 0 � t � t1 for experiment Mc–21 in view of the
irregular schedule of addition of D2O to the cell.17

The assumption underlying this part of the account presented in this report is that we
can only determine (k #R 	 12 within the duration of the calibration pulse t1 � t � t2, Fig.
3, and, at a lower accuracy, (k # � 0R 	 152 and (k # � 0R 	 172 in regions adjacent to the origin and
for times adjacent and above t2 respectively. However, this conclusion is incorrect. We
need to make the additional assumption that the rate of any excess enthalpy generation
is constant during any particular calibration period in order to determine (k #R 	 12.

This means that we can only obtain a single value of this heat transfer coefficient per
calibration period and, consequently, a single value of [(k #R 	 12 – (k #R 	 11]. Two important
points follow from this conclusion. In the first place, the precision of (k #R 	 12 must be
very nearly equal to the precision of (k #R 	 11. Secondly, and related to the first point,
we see that if we extend the assumption that the rate of excess enthalpy production
is constant during the period t1 � t � t2 to saying that it is constant for the whole
measurement cycle, 0 � t � T , then it is immediately possible to derive (k #R 	 12 over
the whole of this cycle. Thus, if the difference between the true and lower bound heat
transfer coefficients can be established at any one time [say, ∆

�
k #R 	 t at time t2], then� k #R � t 	�� 12 at any other time t will be given by

� k #R � t 	�� 12
� � k #R 	 � t 	�� 11

� ∆
�
k #R 	 t2 f1

�
θ 	 t2

f1
�
θ 	 t1 (16)

The ratio f1
�
θ 	 t2 0 f1

�
θ 	 2 is of order unity, which implies that the shift

(k #R 	 l2 � �
k #R 	 11 is always close to that at the calibration point.

Equation (15) shows that the precision of (k #R 	 12 is very nearly equal to the precision
of (k #R 	 11.18 It follows that changes in the rates of excess enthalpy production can be

17As has been noted previously (cf vol. II), we have been unable to combine data in the regions just above
t1 and t2 to give a simple equation leading to (k - . 0R / 182.

18The validity of Eq. 15 was established at the time of construction of the ICARUS-2 system.

41

New
 E

ne
rgy

 Tim
es



Fig. 3. Schematic of methodology used in calorimeter calibrating.

established at the same level of precision as that of (k #R 	 11. The same comments apply
to the precision of the true heat transfer coefficient, (k #R 	 22 relative to that of the lower
bound heat transfer coefficient, (k #R 	 21, which is discussed below. In consequence, the
changes in the rates of excess enthalpy production can be established with relative errors� 0.01%, and these errors determine the level of significance with which such changes
can be discussed. Of course, the accuracy of the true heat transfer coefficients remains
determined by the errors of differences such as that of [(k #R 	 12 � �

k #R 	 11].

It is important here to stress once again that any attempt to calculate the variation of
rates of excess enthalpy generation within the measurement cycles must also pay due
regard to the fact that it is not possible to calibrate the systems if the rate of excess
enthalpy generation varies with time. It is also important that this comment applies
equally to any calorimetric system which we might wish to use. If the rate of excess
enthalpy generation does, in fact, vary with time, then ∆

�
k #R 	 must be derived from

separate experiments. This is the situation which applies to experiment Mc–21 as is
discussed in vol. II/2.0 and vol. II/3.0. The comments made in this part of vol. I/5.0
should be read in conjunction with vol. II of this report.

The discussion of the accuracy of true heat transfer coefficients versus the precision of
the lower bound heat transfer coefficients prompted our search for methods that would
increase both the precision and accuracy. The reason for the limited precision of (k #R 	 11

and accuracy of (k #R 	 12 is mainly due to the need to differentiate noisy experimental data
sets in order to derive CpM

�
d∆θ 0 dt 	 .
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I/5.3 Precision and accuracy – integral coefficients.

If we wish to avoid the numerical differentiation of the experimental data sets, then we
can rely instead on the numerical integrations of these data and compare these to the
integrals of the differential equation representing the model of the calorimeters. For the
backward integrals starting from the end of the measurement cycles at t � T , we obtain�

k #R 	 21
�=< t

T ∆Hnet
�
τ 	 dτ< t

T f1
�
θ 	 dτ

� CpM � ∆θ
�
t 	�� ∆θ

�
T 	��< t

T f1
�
θ 	 dτ

(17)

while the corresponding equation for forward integration from the start of the measure-
ment cycle is �

k #R 	 31
� < t

0 ∆Hnet
�
τ 	 dτ< t

0 f1
�
θ 	 dτ

� CpM � ∆θ
�
t 	8� ∆θ

�
0 	��

f1
�
θ 	 dτ

(18)

Here, the suffices 21 and 31 denote respectively backward integration, lower bound
and forward integration, lower bound. (k #R 	 21 and (k #R 	 31 are the corresponding integral
heat transfer coefficients defined at time t. We have to take note of the fact that care
is needed when integrating the terms f1

�
θ 	 and net enthalpy input, ∆Hnet

�
τ 	 , around

the discontinuities at t � t1 and t � t2 (also the times t � 0 and t � T if the range
of the integrations is extended).19 It may be noted that the only straightforward way
in which we can integrate around the discontinuities at t � t1 and t � t2 is by means
of the trapezium rule and this is the method which has been used in the recalculations
presented in this report. If the times of application and cessation of the heater calibration
pulses correspond exactly to t1 and t2 respectively, then we can carry out the integrations
around the discontinuities by inserting extra data points at these times. It appears that
the data sets in experiment Mc–21 satisfy this criterion although this is not generally
true for all experiments carried out with the ICARUS-2 system; lack of synchronization
of the calibration pulses with t1 and t2 appeared to be generally true for measurements
with the ICARUS–1 systems. In that case, it is necessary to determine these times
separately (this can be done adequately from the θ � t plots) so as to establish the
integration intervals and it is then necessary to insert four additional data points.20

The adequacy (or inadequacy) of the particular integration procedures coupled to the ad-
equacy of the chosen integration interval is revealed more clearly when we come to the
use of Eqs. (16) and (17) to determine CpM and to carry out extrapolations to remove
the effects of the second term on the R.H.S. of these equations on the corresponding

19At different times, the trapezium rule, Simpson’s rule or the mid-point rule have been used to carry out
the integrations. Of these rules, only the mid-point rule is strictly speaking correct in that it agrees with the
mathematical definition of an integral. It is quite generally assumed that integrations carried out using the
trapezium or Simpson’s rule will converge onto the correct algebraic result if the integration interval is made
adequately small, but this does not necessarily follow. This is a matter which needs to be investigated for
each particular case.

20The evaluations of (k -R / 21 and (k -R / 22 (see below) and of (k -R / 31 and (k -R / 32 (see also below) were to have
been carried out using (k -R / 21 and (k -R / 31 spreadsheets produced by the software. As we have never had access
to these spreadsheets (if, in fact, they were ever produced), we cannot now establish whether the integrations
around the discontinuities were carried out correctly, although we believe that they must have been in error.
In any event, all the integrations used in the evaluations described in this report have been carried out using
the raw data.
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heat transfer coefficients. The procedure set out in the handbook for the ICARUS-1
System [2, 2A] restricted the integrations to the time region of the application of the
heater calibration pulse. For backward integration, we obtain

< t
t2

∆Hnet
�
τ 	 dτ< t

t2
f1
�
θ 	 dτ

� CpM � ∆θ
�
t 	�� ∆θ

�
t2 	��< t

t2
f1
�
θ 	 dτ

� �
k # � 0R 	 261 (19)

while for forward integration, we obtain

< t
t1

∆Hnet
�
τ 	 dτ< t

t1
f1
�
θ 	 dτ

� CpM � ∆θ
�
t 	�� ∆θ

�
t2 	��< t

t1
f1
�
θ 	 dτ

� �
k # � 0R 	 361 > (20)

Equation (18) can be used to derive accurate values of CpM while there is some minor
degradation when using forward integration, Eq. (19). The application of Eq. (18) to
the data sets was the target methodology of the ICARUS systems (e.g., see [2, 2A]) and
the derived lower bound heat transfer coefficient, (k # � 0R 	 261, was described as (k #R 	 21 in
the Handbook and the associated correspondence. We have since then used the more
extended description, (k # � 0R 	 261, to denote the fact that with j � 6, we are carrying out the
evaluation in the time region t1 � t � t2. The same types of evaluation may be used to
derive (k # � 0R 	 251, (k # � 0R 	 271, and (k # � 0R 	 281 as well as (k # � 0R 	 351, (k # � 0R 	 371 and (k # � 0R 	 381. It is only
necessary to start the integrations from the appropriate times which also give the starting
values of θ for the R.H.S. of the relevant equations. Of these sets of estimates, that
leading to (k # � 0R 	 281 is especially useful and this particular fit also gives good estimates
of CpM. However, it should be noted that it is necessary to use care in applying these
procedures to the data for day 3 of experiment Mc–21 because of the early onset of
positive feedback, see vol. II/2.0.

In order to obtain the true heat transfer coefficients it is necessary to combine the inte-
grals of the enthalpy inputs in Eqs. (18) and (19) with thermal balances made at one or
a series of points. This can be done in a number of ways and it is important that this
part of the evaluation [2, 2A] was changed in the summer of 1994 following the receipt
of the first two sets of data collected by NHE. Attention will be confined here to the
procedure originally suggested in the Handbook for the ICARUS-1 system [2, 2A].21

We make a thermal balance just before the application of the calibration pulse and, if
the system has relaxed adequately and if dθ 0 dt � 0, then if we consider (k #R 	 32,

0 � ∆Hnet
�
t1 	)� t � t1 � � Q f � t � t1 �?� �

k #R 	 32 � � θb
� ∆θ

�
t1 	'	 4 � θ4

b ��� t � t1 � (21)

combination with Eq. (14) eliminates the unknown rate of excess enthalpy generation.
We obtain�

k #R 	 32
� < t

t1
∆Hnet

�
τ 	 dτ � ∆Hnet

�
t1 	 � t � t1 	< t

t1
f2
�
θ 	 dτ

� CpM � ∆θ
�
t 	�� ∆θ

�
t1 	��< t

t1
f2
�
θ 	 dτ > (22)

21It is in any event necessary to change the methodology of the evaluation in view of the early onset of
“positive feedback”(II/3.0).
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The corresponding equation for (k #R 	 22 follows from Eq. (21) on replacing t1 by t2. (see
Eq. (22) below).22

It is convenient also to rewrite the derived equation for (k #R 	 22 in the “straight line form”

< t
t2

∆Hnet
�
τ 	 dτ � ∆Hnet

�
t2 	 � t � t2 	< t

t2
f2
�
θ 	 dτ

� CpM � ∆θ
�
t 	�� ∆θ

�
t2 	��< t

t2
f2
�
θ 	 dτ

� �
k # � 0R 	 262 (23)

(k #R 	 22 and (k # � 0R 	 262 were the versions of the true heat transfer coefficient that we used
in our investigations prior to the construction of the ICARUS–1 system. As we did not
wish to discuss the differences between (k #R 	 32, (k # � 0R 	 362, (k #R 	 22 and (k # � 0R 	 262, and, as
we expected (k #R 	 32 to converge onto (k #R 	 22 for the specified 2-day measurement cycles
(within the error limits specified for the ICARUS-1 system) we also labelled (k #R 	 32 as
(k #R 	 22

23.

It should be noted that the extrapolation (21) automatically removes the effect of the
term CpM � θ � t 	@� θ

�
t2 	��A0 < t

t2
f2
�
θ 	 dτ on the true heat transfer coefficient. This applica-

tion of Eq. (21) (and of (k #R 	 22 evaluated close to the mid-point t � t2) was one of the
major objectives for our methodology because CpM is the least accurate parameter in
the analysis.

While it is also possible to write Eq. (21) in the form (22) to give (k # � 0R 	 362, this method
of analysis is not useful as the range of the extrapolation required is too long [2, 2A] (see
also vol. II). For this reason, it was recommended in the ICARUS-1 Handbook [2, 2A]
that (k #R 	 32 should be evaluated at times close to t � t2 using values of CpM determined
from applications of Eq. (19). However, in view of the errors in the determination of
CpM, these values of (k #R 	 32 are inevitably less accurate than those of (k #R 	 22 or (k #R 	 262

(see also vol. II/3.0).24

We should observe furthermore that Eq. (21) is soundly based (in a mathematical sense)
in that the extrapolation to [∆θ

�
t 	B� ∆θ

�
t2 	 ] = 0 gives the value of (k # � 0R 	 262 at a well

defined time, t � t2. This is equally true of all of the coefficients based on forward or
backward integration; however, the starting points for these integrations will usually be
chosen to be t � 0, t � t1 or t � T and the definition of the heat transfer coefficients at
these points is not generally useful. The exception here is the lower bound heat transfer
coefficient, (k # � 0R 	 261 which is also defined at time t � t2. We observe also that (k # � 0R 	 261

and (k # � 0R 	 262 are the most precise and accurate values of the lower bound and true heat
transfer coefficients which can be derived with the methodology as presently developed.

22We note again that the group at NHE did not follow the instruction in the ICARUS-1 Handbook [2, 2A]
to use measurement cycles of 2-day duration and, for the reduced time scales of 1-day cycles in particular, it
is necessary to include the term CpM

9
d∆θ : dt) in the thermal balances, Eq. (18). However, the group at NHE

continued to use the original form of the equation. It also appears that NHE did not follow the instruction [2,
2A] to evaluate (k -R / 32 at times close to t2. This matter is discussed further in vol. II/3.0.

23We retained the designation 22 as a flag to indicate the backward integration methodology was the pri-
mary objective for accurate evaluations

24We note here also that care must be taken in carrying out the required linear regression fitting procedures
as is illustrated in vol. II/3.0.
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Furthermore, (k # � 0R 	 261 = (k #R 	 11 at t � t2 and (k # � 0R 	 262 = (k #R 	 12 at t � t2, so that the best
value of ∆

�
k #R 	 t that can be obtained for use in Eq. (15) is

∆
�
k #R 	 t � �

k #R 	 12 � �
k #R 	 11

� �
k # � 0R 	 252 � �

k # � 0R 	 251 (24)

This sound basis of the heat transfer coefficients derived by forward and backward
integration should be contrasted with the corresponding position for the differential
heat transfer coefficients which has been discussed above.

I/6.0 Time dependence of the heat transfer coefficients.

In the final part of this section, we need to consider somewhat further the time depen-
dence of the various forms of the heat transfer coefficient (compare [6]). We observe
first of all that we are interpreting here the systematic variations of typically 0.4% of the
differential or 0.2% of the integral coefficients. The only reason why we are able to in-
vestigate systematic variations of such small quantities is the very high precision of the
methods of data evaluation. We observe secondly, that as the differential coefficients
are evaluated at local times, they will show the weak time dependence:�

k #R 	 � �
k # � 0R 	)� 1 � γt � (25)

(c.f. Eqs. (3) and (5)). In the definition of the integral heat transfer coefficients given
in this section (k #R 	 has been regarded as being constant whereas the investigation of
the differential heat transfer coefficients shows that we should really include the time
dependence, Eq. (24), i.e., we must use Eq. (3) in the integrations. Integration of this
equation gives �

k # � 0R 	 �DC
f1
�
θ 	 dτ � γt

C
f1
�
θ 	 dτ � γ

CEC
f1
�
θ 	 dτdτ � > (26)

If we now regard f1
�
θ 	 as being constant throughout the measurement cycle (which is

a rough approximation for the case of the lower bound heat transfer coefficients), then
the integral becomes �

k # � 0R 	 f1
�
θ 	 t � 1 � γt 0 2 � > (27)

It follows that the heat transfer coefficients given by Eqs (16) and (17) are given by�
k #R 	 21

� �
k # � 0R 	 21 � 1 � γ

�
T � t 	$0 2 � (28)

and �
k #R 	 31

� �
k # � 0R 	 31 � 1 � γt 0 2 � (29)

within the limits of this approximation. (k # � 0R 	 21 and (k # � 0R 	 31 are respectively the values
of (k F R 	 21 at t � T and of (k #R 	 31 at t � 0. It follows that the slopes of the plots of (k #R 	 21

and (k #R 	 31 versus time are roughly one half of the plot of (k #R 	 11 versus time.
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Equation (24) also shows the way in which we can test whether the characteristics of
the Dewar cells can be described by a single, time–independent heat transfer coefficient.
Thus, evaluation of (k #R 	 21 according to Eq. (16) gives us the heat transfer coefficient�

k #R 	 21
� �

k # � 0R 	 21

�
1 � γt

� γ < t
T < t

T f1
�
θ 	 dτdτ< t

T f1
�
θ 	 dτ � (30)

so that the time independent heat transfer coefficient, (k # � 0R 	 21 is readily determined. The
fact that heat transfer from the cells can be represented by such a single time indepen-
dent heat transfer coefficient has been demonstrated several times (e.g. see Fig. 51
of vol. II). Indeed, such representations are the basis of our statement that the inte-
gral lower bound heat transfer coefficients can be determined with a precision given by
relative errors of less than 0.01%.25

The variations of (k #R 	 11, (k #R 	 21 and (k #R 	 31 with time show that this time dependence
of the heat transfer coefficients must be taken into account in evaluation of the rates
of excess enthalpy generation aiming at the highest achievable accuracy. If this is not
done, then the values of the heat transfer coefficients at the mid-points, t � t2, should be
used. In that case, the values of the rates of excess enthalpy generation calculated will
be slightly too small for t � t2 and slightly too large for t

�
t2. However, the total excess

enthalpy calculated for a complete measurement cycle will be approximately correct.26

We must also note that the differential heat transfer coefficient, (k #R 	 12, must be used in
the evaluations of the rates of excess enthalpy generation and the integral heat transfer
coefficients in the evaluation of the excess enthalpy (including the total excess enthalpy
for complete measurement cycles). In particular, the use of (k #R 	 22 in the evaluation of
the rates of excess enthalpy generation will underestimate these quantities.

I/7.0 Remarks concerning ICARUS-1 data evaluation procedures and experimen-
tal protocols.

The modelling of the ICARUS-1 type calorimeters, Fig. 1, has been investigated repeat-
edly by means of the evaluation of data sets for appropriate blank experiments (using in
the main Pt-cathodes polarized in D2O–based electrolytes). The objective here has been
the definition of the appropriate instrument function, which can be accurately defined
by Eq. (1).

The next step in this initial phase of the work has been to define a set of heat transfer
coefficients that characterize the behavior of the calorimeters and to investigate their
precision and accuracy leading up to their use in evaluating the raw data sets of the
experimental measurement cycles. The raw data used in these investigations have been
both those for the appropriate blank experiments and those generated by simulations of
the cell behavior. An illustration of this phase of the investigation has been given in vol.

25Vol. II contains extensive discussions of the errors of the various heat transfer coefficients and the cause
of these errors.

26This will explain both our strategies for determining the heat transfer coefficients (which give the values
at t 6 t2 as well as giving a further reason for choosing 2-day measurement cycles with t2 corresponding to
the end of day 1.)
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II (see also e.g., [3, 4, 6]).

The outcome of these investigations has been the demonstration that it is useful to de-
termine first of all the time dependence of the differential lower bound heat transfer

coefficient, (k #R 	 11, as well as of the derived means,
�
k #R 	 11 and

�
k #R 	 11. However, these

coefficients have a limited precision because their evaluation requires the differentiation
of the inherently noisy experimental data. Precise and accurate evaluations are there-
fore best based on the integral lower bound heat transfer coefficient, (k #R 	 21, and the in-
tegral true heat transfer coefficient, (k #R 	 22, as well as on the values (k #R 	 251 and (k #R 	 252

derived in the extrapolation procedures. These extrapolation procedures lead both to
the elimination of the effects of the water equivalent, CpM, on their values as well
as to reasonably accurate determinations of CpM. The differences (k #R 	 22 – (k #R 	 11 or
(k #R 	 252 – (k #R 	 251 between the “true” and lower bound heat transfer coefficients can then
be used to define the differential true heat transfer coefficient, (k #R 	 12.

It has been found that the precision and accuracy of the integral heat transfer coefficients
is so high, that it is possible to investigate their systematic variations with time (typically
the systematic variations of just 0.4% of their numerical values). Furthermore, it is pos-
sible to reduce such data to a single, time independent heat transfer coefficient, e.g., of
(k # � 0R 	 21 with relative errors below
0.01 %. This result is hardly surprising. The physics of the calorimeters are quite
simple (they are ideal well-stirred tanks) and the errors are mainly those set by the
temperature measurements. It is also relatively straightforward to specify the changes
which would need to be made to reduce the errors further – say to 0.001% – if that
should ever prove to be necessary or desirable.

Although the precision and accuracy of the heat transfer coefficients based on the for-
ward integration procedures, (k #R 	 31 and (k #R 	 32, was known to be lower than those based
on the backward integrations, (k #R 	 21 and (k #R 	 22, the ICARUS-1 methodology was nev-
ertheless based on such forward integrations [2, 2A] because such forward integration
was easier to implement and to combine with the evaluations of the data sets. It was
anticipated that the extension of the measurement cycles from 1 to 2 days and, in par-
ticular of the calibration periods from 6 to 12 hours, would allow the determination
of (k #R 	 31 and (k #R 	 32 with the required and specified precisions and accuracies [2, 2A].
These changes in the measurement cycles were also expected to facilitate other parts
of the investigation such as the determination of the true heat transfer coefficient (k #R 	 2.
The production of plots of the raw data and the inspection of these plots leading to the
graphical evaluation of (k #R 	 1 and (k #R 	 2 were to be the first step in the data processing.
Unfortunately, the protocols laid down in the Handbook for the ICARUS-1 system [2,
2A] were not followed in the experiments carried out by the Group at NHE. Further-
more, following the receipt of the first set of data for experiments carried out in the
Sapporo Laboratories, it became clear that there were timing errors in the ICARUS-1
system. These timing errors did not affect the determination of (k #R 	 21 and (k #R 	 22. It
was therefore recommended that the protocol set down in the Handbook [2] be strictly
adhered to, that the preliminary evaluations should be based on (k #R 	 1, (k #R 	 2, and (k #R 	 11,
and that the final evaluation should be based on (k #R 	 21, (k #R 	 22, (k #R 	 251, and (k #R 	 262. It
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is evident that these instructions were ignored.

The development of the various aspects of the data analysis described in vol. I/7.0
is illustrated in part by the analysis of Experiment Mc–21 described in vol. II/3.0. In-
evitably, this illustration is incomplete because of the very early development of positive
feedback in this experiment.
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PART II: APPLICATION OF DIAGNOSTIC CRITERIA.

In part II, we illustrate how the use of a faulty methodology (i.e., the non–standard
ICARUS methodology), used by the New Hydrogen Energy (NHE) group, led to an
incorrect evaluation of data. An experiment, designated here as Mc–21, provides the
required data for the correct/incorrect application of diagnostic criteria developed in
part I.

II/1.0 Preliminary descriptions and evaluations.

II/1.1 Experimental set-up.

The cell used in the experiment was of the ICARUS-1 type with the 99.5%Pd + 0.5%B
electrode in the form of a rod (4.7 x 20.1 mm), Fig. 1. The electrolyte was 0.1 M
LiOD/D2O. The cell was inserted into water thermostats whose temperature was inde-
pendently controlled by Techne TE–8A stirrer/heater/regulator units. The water ther-
mostats were in turn maintained in a room whose temperature was controlled to within� 20 of that of the thermostats.27

The experiment was carried out using an ICARUS-2 type electrochemical polarization,
control, and data acquisition system. The electrochemical system consisted of an Hi-
Tek DT2101 potentiostat wired up as a galvanostat. These potentiostats/galvanostats are
capable of delivering currents of � 1A at output voltages up to ca � 100V. A separate po-
tentiostat/galvanostat was used to deliver constant currents to the resistive heater used to
calibrate the cell. The system was controlled by a 486 data acquisition computer which
also controlled an Hewlett Packard 44705A multiplexer and data acquisition system.
This data acquisition system was on an IEEE-GPIB bus so that it would be anticipated
that there would not have been any timing errors introduced into the measurements.

II/1.2 Experimental protocols.
27There are misleading statements about this aspect of the experiment design. This design follows the

common strategy of using two thermal impedances in series, a strategy which is required for experiments
aiming at high accuracy.
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The protocol used for the experiment Mc–21 was as follows:
(i) the electrode was first of all polarized for two days without any application of cali-
bration pulses;
(ii) on the third day (and on all subsequent days including days 68 and 69 when the cell
had reached dryness) calibration pulses were applied;
(iii) changes of current density were made frequently. These changes of current density
are shown in Fig. 4;
(iv) the cell was topped up with D2O whenever this was judged to be necessary at the
start time of all the measurement cycles; the cell was then left to equilibrate for 9 hours
followed by the application of calibration pulses of 6 hour duration; the cell was then
again left to equilibrate for a further 9 hours before reaching the next day of the experi-
mental sequence;
(v) as is evident from (iv), the duration of the measurement cycles was 24 hours;

Fig. 4. Cell temperature (A) and current density profiles (B). The dotted lines
delineate the regions for the expected onset of positive feedback (A) and excess

enthalpy generation (B).

This protocol differs substantially from that specified for the operation of the ICARUS-
1 and -2 systems, which was as follows [2, 2A]:
(ia) the electrodes were to be polarized for 4 days (i.e., two measurement cycles, see
(va) below) without any application of calibration pulses;
(iia) on the 5th day (i.e., for the third measurement cycle) and for 9 further measurement
cycles, calibration pulses were to be applied as specified in (iva) below; this was to
be followed by two further measurement cycles without the application of calibration
pulses and, in turn, by 10 further cycles with calibration pulses. A total experiment
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duration of 48 days was therefore specified for the initial phase of the work.
(iiia) the initial experiments were to be carried out at a single low current density,
typically � 250 mAcm � 2; in later experiments a single, low, current density was to be
applied for various initial durations followed by a raising of the current density to values
typically � 1 Acm � 2; this protocol was in broad accord with that used in previous
investigations [7, 8]; changes of current density were to be made at the beginning of
measurement cycles.
(iva) cells were to be topped up at the start of each measurement cycle; the cells were
then to be left to equilibrate for 12 hours and calibration pulses of 12 hour duration
were then to be applied; the cells were then again to be left to equilibrate for a further
24 hours so as to reach the start of the next measurement cycle.
(va) as is evident from (iva), the duration of the measurement cycles was to be 48 hours.

We now consider further the major differences between the operation of experiment
Mc–21 and the conditions used in previously reported investigations e.g, [1, 7, 8]. Apart
from the frequent changes of current density, Fig. 4, we can see that these current
densities were mostly in the vicinity of the threshold value required for the onset of
the phenomenon of excess enthalpy generation [1]. Furthermore, the cell temperatures
were mostly below the level required for the onset of positive feedback, Fig. 4 [9, 10,
11], and which leads to a marked increase in the rates of excess enthalpy generation.28

The conditions in the cell therefore remained in the vicinity of the region of onset of
positive feedback and, under these conditions, we would not expect to see a marked
build up in the rate of excess enthalpy generation.

Consideration of Fig. 4 also allows us to decide on the measurement cycles likely
to provide examples of “Heat after Death” (objective (v) of this investigation). As
was pointed out in the original investigation [3, 4] it would be expected that this phe-
nomenon would be observable under several distinct conditions which include
(i) Cell full: cell operated at intermediate temperatures; cell current then reduced in
stages
(ii) Cell empty: cell allowed to boil dry; cell then maintained at the rail voltage of the
galvanostat
(iii) Cell empty: cell allowed to boil dry; cell disconnected from the galvanostat.

Consideration of the hard copy of the data sets shows that condition (ii) applies to
part of day 68 of the sequence measurement cycles (see II/7.0) while condition (iii)
applies to part of day 69 of this sequence (see II/8.0). Consideration of Fig. 4 shows
that condition (i) is likely to apply to several of the measurement cycles. The effects
would be expected to be most marked for parts of days 25 and 26 (reduction of the cell
current from above to below the threshold for excess enthalpy generation; reduction in
cell temperature from above the level for the onset of positive feedback to below this
level). Attention is confined in this report to this particular day (see II/9.0) although it
is evident that there are several further regions of time which might well give examples

28It has been argued that this phenomenon is linked to the need to achieve high levels of loading of the cath-
ode by D � , which is probably associated with a change from exo– to endothermic absorption. An alternative
explanation is that these phenomena are linked to the formation of a new phase, the γ–phase.
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of “Heat-after-Death” following scenario (i).

II/1.3 Further differences.

In this section we should also consider a further difference between the protocols for
experiment Mc–21 and those used in earlier studies, namely, the schedules of addition
of D2O to make up the losses due to electrolysis. The volume of the electrolyte in a cell
in an hypothetical experiment carried out first at a cell current of 200 mA for 29 days
followed by a cell current of 500 mA and with a daily schedule of additions falls by
some 1.21 cm3 between the two time regions. We can estimate that this would cause a
decrease of the mean value of (k #R 	 12 by ca 0.15% or of (k #R 	 22 by ca 0.075%. Such small
changes are close to the error limits quoted for the instrumentation and can normally
be neglected. However, the magnitude of the changes are above the error limits which
can actually be achieved (e.g., see vol. II and I/3.0) and should be taken into account in
evaluations carried out at the maximum achievable precision and accuracy.

Figure 5 shows the effects of the schedule of additions as actually used in experiment
Mc–21. The exact values of D2O added were recorded throughout this experiment. It
can be seen that the expected changes in (k #R 	 12 lie between –0.15% and +0.3%, changes
which should certainly again be taken into account.

Fig. 5. The changes in the volume of electrolyte. The polarizations were carried out at
the current densities shown in Fig. 4.

The schedule of additions leads to an important conclusion. We find that by day 67,
the total volume of D2O added was 262.5 ml whereas the total volume electrolyzed
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was 253.3 ml. It is evident that the volume of D2O is 3.6% larger then the volume
electrolyzed; therefore, there could not have been any recombination of the deuterium
and oxygen produced by electrolysis. This is in agreement with earlier measurements
[1] and numerous measurements by other authors.

The horizontal lines in Fig. 5 delineate the volumes of D2O below and above which
we would expect the electrolyte level to fall below the base of the silvering in the upper
part of the cell, Fig. 1, or to approach the base of the Kel F plug at the top of the cell. It
can be seen that the electrolyte level remained within the space defined by this silvered
portion throughout the measurement cycles. However, we can see that at long times
the electrolyte level must have approached the base of the Kel F plug at the start of
several of the measurement cycles following the topping up of the cells. In the work at
IMRA-Europe, it was established that such overfilling of the cells leads to an anomalous
increase of the pseudo-radiative heat transfer coefficient by 4 to 5% of the values which
apply at the mean level. This increase in (k #R 	 is almost certainly due to an increase in
the conductive contribution through the Kel F plug to the overall heat transfer from the
cell29(cf. Eq. 4).

II/1.4 Temperature/potential–time profiles.

We also make a number of preliminary assessments of the form of the temperature-
time and cell potential-time series for day 3, i.e., the third measurement cycle of the
experiment Mc–21, Figs. 6–8. The data for this day are of special importance because
the group at NHE have quoted a value of the true heat transfer coefficient as given by
their method of evaluation for this day. This value of the true heat transfer coefficient
was then used in the evaluation of all the measurement cycles.30

We can see that we can immediately draw a number of important conclusions. Thus,
Fig. 6 gives a plot of the temperature of the water bath versus time for the first 32,400s
of the measurement cycle (the period 0 � t � t1 preceding the application of the heater
calibration pulse) while Fig. 7 gives plots of the cell temperature versus time for the
same period and for both positions in the cell where the temperature was measured, see
Fig. 1.

It is evident that the noise level of the measurements in the water bath (σ = 0.0088 K,
mean = 295.198 K) is much higher than that of the measurements of the cell tempera-
ture, Fig. 7. This difference is to be expected because the water bath is controlled by a
single thermal impedance whereas the cell is controlled by two impedances in series. At

29This type of behavior applies to day 61, which is a measurement cycle for which we can get important
confirmatory evidence of the true heat transfer coefficient which applies to the operation of the cell (see Fig.
20, section II/4.0). Figure 20 shows the expected increase in (k -R / 11 at times close to the topping up of the
cell.

30The evaluation given by NHE is considered further in section II/2.0 while section II/3.0 gives the appli-
cation of the ICARUS methodology to this particular data set.
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Fig. 6. The temperature of the water bath for the first 32400 s of the first measurement
cycle (i.e., the period 0 � t � t1). Mean temperature: 295.198 K, σ � 0.0088 K.

Fig. 7. The cell temperature at the two measurement locations for the first 32400 s of
the first measurement cycle (0 � t � t1). Mean temperature difference = 0.0045 K; σ =

0.0027 K.

56

New
 E

ne
rgy

 Tim
es



Fig. 8. The raw data – cell temperature and potential as a function of time – for the
third measurement cycle.
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the same time, the noise in the temperature of the water bath is much higher than that in
our original measurements
(σ = 0.003 K)[6] and, in our experience, such an increase is due to inadequate con-
trol of the room temperature.

It is evident that the noise in the measurements of the temperature of the water bath
is one factor which limits the precision of the lower bound heat transfer coefficients,
(k #R 	 11, via its effect on the temperature function, f1

�
θ 	 .31

It can be seen that the variation with time of the cell temperature measured at the two
positions in the cell is systematic, Fig. 7. Moreover, it is clear that there is a systematic
difference in temperature between the two positions which must be due to either one
or two errors in the calibration.32 For these measurements, we obtain mean [θ1 � θ2]
= 0.0045 K and σ � θ1 � θ2] = 0.0027 K (subscripts 1 and 2 denote the short and long
thermistors). The mean gives an indication of the accuracy in (k #R 	 11 which we can
expect to achieve. The error ca 0.05% is somewhat above the target for the precision of
the measurements, errors � 0.01%, which is hardly surprising. The standard deviation
gives double the value of the expected standard deviation for the measurements with
one thermistor. We can see that this value, ca 0.00135 K, will not affect the accuracy
of the determination of any version of the true heat transfer coefficient. However, we
should note that it is evidently desirable to calibrate the thermistors so that we can make
the temperature measurements to within � 0.001 K.

Differences in temperature between those given by the short thermistor and long ther-
mistor will be considered further in section II/6.0 dealing with day 68 as the cell is being
driven to dryness and in section II/8.0 dealing with “Heat-after-Death” on day 69. Fi-
nally we consider the plots of the raw data for day 3, Fig. 8. We can see immediately the
inadequacy of restricting the calibration pulse to 6 hours because the temperature has
not relaxed to equilibrium in this time period.33 However, in this particular case, there
is an evident complication because of the very early establishment of positive feedback.
This effect can be seen most directly from the delayed relaxation of the temperature to
the baseline following the cessation of the heater calibration pulse (the base line is given
by the extrapolation of the θ � t series observed before the application of the calibration
pulse). Evidently, the raising of the cell temperature by the calibration pulse has led to
an increase in the thermal output from the cell which persists following the termination

31The value σ = 0.0088K is outside the range specified for the ICARUS–1 system if measurements are
made at low cell temperatures. By contrast, the true heat transfer coefficients are not affected by such fluctu-
ations because the temperature function f2

9
θ / is determined by the cell temperature alone.

32Differences in temperature due to inadequate mixing have frequently been invoked in arguments about
the performance of ICARUS calorimeters. However, inadequate mixing would not give rise to a systematic
and time invariant difference in temperature between the two positions. Moreover, such differences in tem-
perature would not be expected because the thermal relaxation time, τ 6 CpM : 4 9 k -R / θ3 , is of the order 5000
s whereas the radial and axial mixing times are ca 3 and ca 20 as revealed by tracer experiments. Small dif-
ferences in the cell temperature can only be observed in the vicinity of electrodes and calibration resistor, i.e.,
within the Prandtl boundary layers. However, their volumes are negligibly small compared to the electrolyte
volume.

33With a thermal relaxation time of 5000 s, the temperature perturbation will only have reached 98.67% of
its final value within the calibration period.
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of the calibration, i.e., a form of positive feedback.34 The calibration of such a system
can obviously only be achieved with many restrictions and with great difficulty.35

The interpretation of Fig. 8 will be considered further in sections II/2.0 and II/3.0.

II/2.0 The NHE Interpretation of experiment Mc–21.

As has already been pointed out, the NHE interpretation of experiment
Mc–21 rests on the determination of the true heat transfer coefficient on day 3 of the
measurement cycles. Apart from the citation of the value of this coefficient (0.793504G 10 � 9 WK � 4) in the header for the spreadsheet for day 1, the information given by
N.H.E. is contained in a set of spreadsheets which appear to be related to the (k #R 	 11

spreadsheets of the ICARUS methodology for analyzing the data. We have to take note
of the following observations:

(a) it is not clear how the value of the true heat transfer coefficient was determined nor
which of the definitions of the heat transfer coefficients may have been used. However,
it is likely that this was the coefficient (k #R 	 32 and it will be assumed here that this was
the case, i.e., we will assume that the values of the excess enthalpies were based on
calculations using the single value (k #R 	 32 = 0.793504 G 10 � 9 WK � 4.

(b) it is also not clear to what extent the values of the true heat transfer coefficient
and of the excess enthalpies may have been affected by the value CpM = 490 JK � 1

used in the calculations. Values as high as this applied to cells used prior to 1992
and the Handbooks for the ICARUS systems contained instructions for changing this
(and other) parameter(s), depending on the value found using the methods of evaluation
outlined in the Handbook [2, 2A]. It should be noted that the “guesstimate” of the water
equivalent of the cell is: CpM is approximately the sum of the contribution of D2O in
the electrolyte and of the glass in the inner cell wall = (422 + 31) JK � 1 = 453 JK � 1.
The remaining components of the cell (LiOD, metals, glass framing, heater, thermistor,
a portion of the Kel–F plug) will contribute only a small additional term to CpM. It
follows, therefore, that observations of CpM far above or below 453 JK � 1 indicate
malfunctions of the methods of data evaluation.

(c) as has been noted elsewhere (see section I/4.1), the values of the rates of evapo-
rative cooling cannot be calculated using the instructions given in the handbooks for
the ICARUS-1 and -2 systems [2, 2A]. The differences are not important at low tem-
peratures (such as those which apply to day 3 of the measurement cycles) but become
significant at temperatures close to the boiling point. However, at such elevated tem-
peratures other factors neglected in the calculations carried out by NHE become even
more important.

(d) it is apparent that the enthalpy inputs given in the NHE spreadsheets have been
34Such effects can be seen in the raw data of some of the experiments carried out by the group at Harwell.
35This is a feature which will be common to all calorimetric systems used to investigate a thermal source

subject to positive feedback. It is likely that the neglect of this fact is responsible for much of the confusion
in the research on cold fusion.
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calculated using 1.54 V as the thermoneutral potential whereas most other authors have
used the value 1.527 V. The circumstances leading to our choice of the value 1.54 V
have been described elsewhere.36

(e) the most serious shortcoming of the NHE calculations is that the input due to the
calibration heater has been entered as zero rather than the actual value given separately
as 0.25000 W. In the procedure used by NHE [5] the lower bound heat transfer coeffi-
cient, (k #R 	 11, is calculated with this assumed zero enthalpy input and it is then assumed
that the magnitude of the enthalpy input can be recovered together with any rate of
excess enthalpy generation by using this derived lower bound heat transfer coefficient
together with the true heat transfer coefficient, (k #R 	 32, and f1

�
θ 	 . Let us assume first

of all that such a procedure is correct. Then we can see an immediate disadvantage
as compared to the method outlined for the ICARUS systems in that we are unable to
determine whether (k #R 	 11 during the period of the application of the calibration pulse
in t1 � t � t2 is the same as for t � t1, or t � t2.37The data derived, e.g., see Fig. 9,
are certainly further degraded by using incorrect values of CpM. However, in actual
fact, the procedure used by NHE is invalid as has been pointed out in a report and in
subsequent correspondence.38 It is difficult to see why the straightforward procedure
outlined in the Handbooks for the ICARUS-1 system [2, 2A] was not followed.39 We
can only conclude from these data that the evaluations are incorrect based on the fol-
lowing evidence:

(f) it is impossible for the true heat transfer coefficient, (k #R 	 32, to be smaller than the
lower bound heat transfer coefficient, (k #R 	 11, because the lower bound value is based
on the assumption that there is a zero rate of excess enthalpy generation in the cell.
The type of difference seen in Fig. 9 could only arise if the cell were endothermic and
the endothermicity has already been fully taken into account using the thermoneutral
potential. Any additional endothermicity therefore requires that the cell operates as a
spontaneous refrigerator and this violates the second law of thermodynamics.

(g) the pronounced variation of the lower bound heat transfer coefficient, (k #R 	 11, with
time following the application of the heater calibration pulse at t � t1 and its cessation

36The water thermostats surrounding the cells were run at 300C in our early work. In 1988, we attempted
to allow for this shift in the reference temperature as well as the fact that electrolysis takes place from 0.1 M
LiOD in D2O and not D2O itself. While the thermoneutral potential is certainly not 1.527 V, it is closer to
this value than to 1.54 V.

37More exactly, whether the value of (k -R / 11 plotted versus time fall on a common staight line as shown in
e.g. [6].

38The method proposed by NHE can only give the correct result provided there is a zero rate of excess
enthalpy generation for the period t , t1 before the application of the pulse (as well as for t H t2 following
the termination of the pulse) while the calibration pulse itself (during t1

, t , t2) leads to the generation of
excess enthalpy.

39In the method originally proposed by NHE the lower bound heat transfer coefficient determined before
the application of the calibration pulse was used in attempts to derive the rate of excess enthalpy generation
during the application of this pulse. It is not surprising that such a method can only give the correct result
provided there is a zero rate of excess enthalpy generation for the period t , t1 before the application of the
pulse (as well as for t H t2 following the termination of the pulse) while the calibration pulse itself (during
t1 , t , t2) leads to the generation of excess enthalpy.
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Fig. 9. The lower heat transfer coefficient, (k #R 	 11, as a function of time for the third
measurement cycle as determined by the analysis provided by the NHE laboratories.

The vertical lines delineate the period of application of the calibration pulse,
t1 � t � t2. The amplitude of the calibration pulse, ∆Q = 0.2500 W, has been excluded
in the calculation of (k #R 	 11 during the period t1 � t � t2 and it has been assumed that

CpM = 490 WK � 4.

at t � t2 implies at the very least that the raw data have been evaluated using an incorrect
value of the water equivalent, CpM of the cell.

(h) the excess enthalpy given by the NHE evaluation is apparently negative both for
t � t1 and t � t2 which is further illustration of the apparent violation of the second law
of thermodynamics.

(i) it has been maintained [5] that the NHE evaluation recovers the magnitude of the
heater calibration pulse, ∆Q, during its period of application, t1 � t � t2, together with
any rate of excess enthalpy generation.40

Figure 10 shows that this is incorrect: The values of the rates of enthalpy generation
(which here include the enthalpy input to the calibration heater) are less than ∆Q in the
period t1 � t � t2 if we take Qexcess = 0 as the base line. If we fix the baseline at the
level of negative rate of excess enthalpy generation for t � t1, then Qexcess

� ∆Q during
the period of the calibration pulse, t1 � t � t2. We conclude that the evaluation given
by NHE is invalid and that it is likely that this evaluation is subject to several distinct
errors.

40It so happens that there is some validity to this conclusion due to the influence of positive feedback.
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II/3.0 The ICARUS type interpretation of experiment Mc–21.

As a first step, we correct the (k #R 	 11-spreadsheet by including the magnitude of the
calibration pulse, ∆Q, in the definition of the lower bound heat transfer coefficient. The
values of 109 � k #R 	 11 in the region t1 � t � t2 can now be shown together with those
for t � t1 and t

�
t2 on a graph using a single scale for the ordinate, Fig. 11. While

we cannot be certain whether or not an incorrect choice of CpM can explain the fall
of (k #R 	 11 in the region t

�
t1 (but close to this time) or the rise for t

�
t2 (but close to

this time), it is clear that (k #R 	 11 drops markedly in the region t1 � t � t2 compared to
the values for t � t1 and t

�
t2. Such a drop in (k #R 	 11 can only be due to the neglect

of the build up of the rate of excess enthalpy generation during t1 � t � t2. It follows
that the increase in temperature due to the calibration pulse increases the rate of excess
enthalpy generation. In fact, experiment Mc–21 shows a very early establishment of
positive feedback as is indeed evident from the plot of the raw data, Fig. 8. It is
very important that the presence of positive feedback can be established by a simple
examination of a (k #R 	 11–spreadsheet constructed according to the instructions in the
ICARUS-1 Handbooks [2, 2A].

It should be noted that the amplitude of the calibration pulse would have had to be ∆Q
= 0.2763 W in order to bring the values of (k #R 	 11 in the region t1 � t � t2 to the level of
the regression line which applies to the data for t � t1 and t

�
t2. Such a change in ∆Q

is beyond all possibilities.

The next step is to prepare a modified (k #R 	 11– spreadsheet where we correct the enthalpy
inputs (see (c), (d) and (e) in section II/2.0) and present the data in a form suitable for
the application of Eq. (10). In view of the early intervention of positive feedback, we
would only expect to be able to apply Eq. (10) at times close to t1 where we see that the
true heat transfer coefficient, (k #R 	 12 must be at least 0.83808 G 10 � 9 WK � 4 while the
water equivalent, CpM is of the order of 454 JK � 1 (in agreement with the “guesstimate,”
see section II/2.0 and the right hand part of Fig. 12).

The influence of positive feedback on the failure of simple methods for the evaluation
of the lower bound and true heat transfer coefficients as well as of the water equivalent
of the cell is also shown clearly by attempts to derive (k #R 	 181 (which rely on the com-
bination of data for the time regions t1 � t � t2 and t2 � T ; see part I). This evaluation
has been found to be especially useful in the analyses of data sets for blank experi-
ments (e.g. see vol. II). Figure 11 illustrates that we are unable to obtain a satisfactory
interpretation of such data for experiment Mc–21.

Figure 13 gives the plot of the data versus time and also shows the variation of 109 � k #R 	 11

with time predicted using the values for t � t1 and the known behavior established with
appropriate blank experiments, e.g., [6]. As in the case of the data in Fig. 11, we can
see that the temperature rise induced by the calibration pulse leads to a decrease in
(k #R 	 11 while the cooling consequent on the termination of the pulse leads to an increase
in (k #R 	 11. These changes can only be due respectively to an increase and decrease in
the rate of excess enthalpy generation, which cannot be taken into account in deriving
the values of (k #R 	 11, i.e., the effects of positive feedback.
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Fig. 10. The rate of excess enthalpy generation, Q f W, as a function of time for the
third measurement cycle as determined by the group at NHE laboratories.
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Fig.11. The lower bound heat transfer coefficient, (k #R 	 11, as a function time for the
third measurement cycle as determined by the ICARUS systems procedure with the
inclusion of the calibration pulse, ∆Q= 0.2500 W, in the calculation of (k #R 	 11 during

the period t1 � t � t2. It has been assumed that CpM = 490 JK � 1.

Figure 13 shows that we still observe discontinuities in the lower bound heat transfer
coefficient, (k #R 	 11 at t1 and t2. However, it is evident that there can be no mechanism,
which could account for such changes which must therefore be due to an error in the
analysis. The most obvious error is the use of an incorrect value of CpM (see (b),
II/ 2.0). The analysis of the time dependence according to Eq. (10) in the region
t
�

t1 (but adjacent to t1) indicates that the correct value is 450 JK � 1. The heat transfer
coefficients 109 � k #R 	 11 and 109 � k #R 	 11 are based on this value of CpM. Figure 13 shows
a plot of (k #R 	 11 values versus time and we can see that the discontinuities in the heat
transfer coefficient at t

�
t1 and t

�
t2 (but adjacent to these times) are now eliminated.

However, as expected, the effects due to positive feedback are maintained.

Figure 14 shows that there is indeed only a small rate of excess enthalpy generation
for t � t1 while the application of the calibration pulse leads to a build-up of this rate,
which again decreases for t

�
t2 (there is a small long-term increase in the rate of

excess enthalpy generation for t
�

t2). Figure 15 shows a similar calculation but using
the NHE methodology (note the difference in scales of the y-axes in Figs. 14 and 15).
We again see a near zero rate of excess enthalpy generation for t � t1, while for t

�
t1

but adjacent to t1, we now see the step due to the calibration pulse, ∆Q= 0.2500 W. In
the region t1 � t � t2, we then see the build-up in the rate of excess enthalpy generation
due to positive feedback. At t � t2 but adjacent to t2, we again see a step in the total
observed rate of excess enthalpy generation. As expected, this step again corresponds
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Fig.12. Evaluation of
�
k #R 	 1811 and CpM according to Eq. (10).

Fig. 13. The lower bound heat transfer coefficient, (k #R 	 11, as a function of time. Third
measurement cycle; ∆Q= 0.2500W; CpM = 450 JK � 1.
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Fig. 14. The rate of excess enthalpy generation, Q, as a function of time for the third
measurement cycle. (k #R 	 12 = 0.85065 G 10 � 9 WK � 4 and the values for the lower

bound heat transfer coefficient shown in Fig. 12.
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to the expected value ∆Q = 0.2500 W; at longer times, we see the gradual decrease
of the rate of excess enthalpy generation due to the removal of the effects of positive
feedback.

It can be seen that a comparison of the plots of (k #R 	 21 and (k #R 	 31 versus time, Fig. 16,
with the corresponding plots for blank experiments, e.g., see [6], shows very clearly the
intervention of positive feedback due to the superposition of the calibration pulse. If we
focus attention first of all on the behavior of(k #R 	 31 for t � t1, then we see the expected
small decrease with increasing time.41 For t

�
t1 we see a more rapid decrease due to

the onset of positive feedback. The effects of this positive feedback decrease for t
�

t2

so that we observe a small increase of (k #R 	 31 with increasing time in this region.

The variation of (k #R 	 21 with time can be interpreted in a similar way provided one
bears in mind that there is now no region in time in which the integrals used in the
calculation of the heat transfer coefficient are independent of the effects of positive
feedback. The influence of positive feedback on the integrals used in the evaluation of
(k #R 	 21 explains why we cannot obtain a satisfactory evaluation of the target value of the
lower bound heat transfer coefficient, (k #R 	 251. We would only expect to be able to apply
the ICARUS methodology in a region of time where the influence of positive feedback
can be expected to be adequately small, say, in the region 72,300 to 75,300 s of the
measurement cycle. The estimates of the lower bound heat transfer coefficient, (k #R 	 261

and of CpM, are 0.81821 G 10 � 9 WK � 4 and 475.3 JK � 1.

The comments which have been made about the evaluation of the integral heat transfer
coefficients using the whole measurement cycles apply equally to the evaluations ac-
cording to the instructions and software in the ICARUS systems [2, 2A]. The precision
of (k #R 	 31 and (k #R 	 351 is low because of the intervention of positive feedback and the
consequent need to restrict attention to the region t

�
t1 but close to t1. This is equally

true of the accuracy of (k #R 	 32 and (k #R 	 352.

However, the evaluations of these coefficients is instructive because it is virtually certain
that the value of the true heat transfer coefficient quoted by NHE is either the value of
(k #R 	 32 at a particular time or else (k #R 	 352 evaluated over a particular range of time. We
therefore have to investigate whether we can modify the approach so as to allow the
determination of this true heat transfer coefficient. We have to note that it is unlikely
that we would be able to find a generally valid procedure because it is in general not
possible to calibrate closed loop systems subject to positive feedback. However, for the
particular example of day 3 of experiment Mc–21, we can see that the effects of positive
feedback are relatively small and, moreover, confined in the time-domain, Fig. 14. We
can therefore include the observed values of the rates of excess enthalpy generation in
the evaluation of the integral of the enthalpy input and use this modified integral to re-
evaluate (k #R 	 22 and (k #R 	 252. Figure 17 illustrates this evaluation. It can be seen that we

41The values for the first 20 to 30 points must be excluded as the benefits of using the integral coeffi-
cients are only established with increasing time. Similarly, the first 20 to 30 points must be excluded if the
interpretation is based on backward integration, i.e., if we consider (k -R / 21.
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Fig.15. The rate of excess enthalpy generation as a function of time. Third
measurement cycle; (k #R 	 12 = 0.85065 G 10 � 9 WK � 4, ∆Q = 0.2500 W
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Fig. 16. The variation of (k #R 	 21 and (k #R 	 31 with time for the whole of the third
measurement cycle.

do indeed now obtain a satisfactory fit to Eq. (22) which explains the choice of (k #R 	 252

= 0.85065 G 10 � 9 WK � 4 and CpM = 450 JK � 1 for the further evaluation of the data.

In view of the fact that this evaluation of the true heat transfer coefficient, (k #R 	 252,
requires the development of a special approach, it is necessary (and advisable) to in-
vestigate whether the value obtained can be confirmed by other means using different
parts of the experiment (i.e., other measurement cycles). Such confirmations can be ob-
tained using the measurements on day 61 and the first 57 hours of days 1 and 2. These
confirmations are outlined in sections II/4.0 and II/5.0 respectively.

II/4.0 Application of the ICARUS Type Interpretation to the data for day 61.

The early intervention of positive feedback requires us to modify the ICARUS evalu-
ation strategies in order to achieve the calibration of the system, i.e., to determine the
value of the true heat transfer coefficient. It is therefore important to find confirmatory
evidence that this heat transfer coefficient is indeed ca 0.85065 G 10 � 9 WK � 4 as given
at the end of the previous section. Evidence pertinent to this conclusion is presented in
the present section as well as section II/5.0.

We note in the first place the values of the total excess enthalpy for each day of opera-
tion calculated using the true heat transfer coefficient, (k #R 	 32 = 0.79350 G 10 � 9 WK � 4

as given by the NHE evaluation as well as those calculated with true heat transfer co-
efficient, (k #R 	 252 = 0.85065 x 10 � 9WK � 4, as determined in section II/3.0 using the
modified ICARUS methodology. These values are plotted in Figs. 18 and 19 respec-
tively. We can see immediately that the evaluation given by NHE must be incorrect
because we obtain negative excess enthalpies for some of these days which contravenes
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Fig. 17. Evaluation of the integral heat transfer coefficient 109 � k #R 	 252/WK � 4, and
water equivalent, CpM/JK � 1 for the third measurement cycle with correction for the

effects of positive feedback (see Appendix).

the second law of thermodynamics (cf. section II/2.0). On the other hand, the evalu-
ation based on the heat transfer coefficient given by the modified ICARUS evaluation
scheme only gives a very slightly negative excess enthalpy for day 61.

It is therefore reasonable to assume that the rate of excess enthalpy generation on day
61 is close to zero. The evaluation of the lower bound heat transfer coefficient, (k #R 	 11,
must therefore be close to the values of the true heat transfer coefficient, (k #R 	 12. Figure
20 gives a plot of the relevant data compared to the plot which we predict using the
value (k #R 	 12 = 0.85065 G 10 � 9 WK � 4 and the variation of (k #R 	 11 with time given by
the relevant blank experiments [6 and vol. II]. It can be seen that the observed values
of (k #R 	 11 are in close accord with those which we would predict on the assumption that
there is only a low rate of excess enthalpy generation on that day.

It can be seen that there is only one region of time in which there is a marked deviation
from the predicted behavior, namely, for 0 � t � 10 � 000 s. In this region, (k #R 	 11 is
markedly larger than the expected value and, moreover, decreases rapidly with time
to these predicted values. It has already been noted in section II/1.3 that the cell was
overfilled with D2O at the start of this particular day (see Fig. 5) so that the level of
electrolyte would have been expected to approach the base of the Kel-F plug sealing
the top of the cell. Separate measurements have shown that the pseudo-radiative heat
transfer coefficient increases by ca 5% over the expected value presumably because
of an increase in the conductive contribution through the top of the cell. It is likely,
therefore, that the deviation seen in this time range can be attributed to the overfilling
of the cell.
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Fig. 18. The excess enthalpy as a function of time using true heat transfer coefficient,
(k #R 	 12 = 0.79350 G 10 � 9 WK � 4 as given by the analysis of the group at NHE

laboratories.

Fig. 19. Same as in Fig. 18 evaluated using (k #R 	 12 = 0.85065 G 10 � 9 WK � 4 as given
by the ICARUS system analysis modified to account for positive feedback.
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Fig. 20. The variation with time of the 11-point average of the lower bound heat
transfer coefficient, 109 � k #R 	 11 for day 61. The full line gives the variation with time

for the relevant blank experiments [6 and vol. II].

Fig. 21. The lower bound heat transfer coefficient, (k #R 	 11, and the rate of excess
enthalpy generation, Q, for the first 57 hours of operation.
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II/5.0 A pre-ICARUS evaluation of the true heat transfer coefficient.

It is possible to find a further value of the true heat transfer coefficient (k #R 	 12 by ap-
plying a method used in 1992 [7, 8]. It was shown at that time that the lower bound
heat transfer coefficient, (k #R 	 11, decreases markedly from the expected value during the
initial stages of the measurement cycles. The full line in Fig. 21 shows the expected
variation with time for the present experiment. Values of Q are based on the assump-
tion that (k #R 	 12 is given by the regression line. The horizontal line shows the value
of Q based on the assumption that the current efficiency for the charging the electrode
at t = 130500s is 100% and that the heat of absorption of deuterium in the lattice is
40 kJ/mole. In this case, the decrease, at t= 130500s, is due to the completion of the
exothermic absorption of deuterium in the lattice. It would be expected, therefore, that
the lower bound heat transfer coefficient, (k #R 	 11, would rise markedly to the expected
true value as this process is completed with the proviso that we can observe a period
of operation during which there is zero excess enthalpy generation. It follows that we
can derive a value of the true heat transfer coefficient, (k #R 	 12, from the maximum of the
lower bound heat transfer coefficient, (k #R 	 11, which is observed with increasing time.
Figure 21 shows the relevant data for the first 57 hours of operation of experiment Mc–
21 (i.e., up to the time of application of the heater calibration pulse on day 3). The full
line shows the expected variation of (k #R 	 11 with time based on the value of (k #R 	 12 at
t � t2 on day 3, (i.e., (k #R 	 12 = 0.85065 G 10 � 9 WK � 4, the assumption of zero excess
enthalpy generation, (i.e., (k #R 	 11

� �
k #R 	 12) and the known variation of (k #R 	 11 with time

established with blank experiments [6 and vol. II]. It can be seen that (k #R 	 11 does indeed
rise to the predicted levels as the charging of the electrode is completed.

Figure 21 also shows the derived rates of excess enthalpy generation based on the ex-
perimental values of (k #R 	 11 and the assumption that the true heat transfer coefficient is
given by the regression line. It can be seen that the experimental values are in reasonable
accord with the assumption that the charging of the cathode is ca 100% efficient and
that the heat of absorption is ca 40 kJMol � 1. Figure 21 furthermore shows that there
is a small build-up of excess enthalpy generation on day 3 following the completion of
the charging process (compare [7, 8]).

II/6.0 Day 68: the period 0 � t � 21,300 s during which the cell is driven to dryness.

We consider next the penultimate day of the investigation of experiment Mc–21; the
cell is driven to dryness during the first part of this measurement cycle. We can draw
a number of important conclusions from the raw data alone. We note in the first place
that the temperature given by the long thermistor is now slightly higher than that given
by the short thermistor whereas the opposite is true for measurements made at low tem-
peratures. At first sight such a change might be attributed to a genuine effect, namely,
the increase in the enthalpy input in the bottom part of the cell (containing the Pd-B
cathode). However, such an interpretation is unlikely because the temperature differ-
ence between the two thermistors is essentially constant for, say, 20,000 s even though
the enthalpy input increases by a factor of three. It is more likely therefore that this
particular temperature difference is a further manifestation of errors in the calibration
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of the thermistors.

The temperature differences between the two thermistors are appreciably larger for the
last four data acquisition points, and this difference is especially marked for the last
point, 0.590 K. Such a difference is to be expected because the long thermistor is now
in the relatively concentrated LiOD solution while the short thermistor is in the vapor
phase. However, we also have to note that the temperature at both positions is above that
of the boiling point of pure D2O. Evidently, we have to take into account the increase
of the boiling point with the electrolyte concentration as the D2O is progressively evap-
orated (see section II/1.4). However, we also have to take note of the fact that the vapor
phase can be superheated (albeit to only a limited extent).42 If we do not take account
of the increase of the boiling point with concentration, we arrive at the impossible result
of negative enthalpies of evaporation with increasing temperature as shown by the NHE
evaluation. We also have to use the correct atmospheric pressure in the calculation of
the rate of evaporative cooling and we need to change the thermoneutral potential and
the water equivalent of the cell in the NHE evaluation. As the water equivalent of the
cell only leads to a significant term CpM

�
d∆θ 0 dt 	 in the initial stages for day 68, it has

been assumed that CpM is unchanged throughout the stage leading to evaporation to
dryness (however, see further comments in section II/7.0).

This calculation is similar to one which has been described previously (cf. vol. II)
except that the published version included comments on the time dependence of the
rate of excess enthalpy generation. It is quite obvious that the rate of excess enthalpy
generation must increase with time because the initial rate on day 68 is less than 1 W.
It is important therefore to try to establish the variation of the rate of excess enthalpy
generation with time, if only to make a connection with the initial rate of “Heat after
Death” observed after the cell has reached dryness (see section II/7.0). In order to derive
this variation, we have to include an estimate of the rate of reflux in the cell and this part
of the calculation will follow the scheme outlined in section I/4.0. We can see that the
negative values of the enthalpies are now eliminated as the D2O in the cell is maintained
by the amount of reflux. The total amount evaporated is also in reasonable accord with
the amount of D2O initially in the cell. It is important to realize that we have assumed
that the whole of the heat transfer from the cell in the region filled with vapor leads to
recondensation, i.e., we have overestimated the reflux and underestimated the amount
evaporated. We should also note that the calculation is improved somewhat if we allow
for the fact that the boiling point reaches a limit due to the limited solubility of LiOD
in D2O at the boiling point (this aspect is not illustrated in this report).

Although the calculation as outlined gives a reasonable interpretation of the behavior
of the cell as the contents are driven to dryness (elimination of negative enthalpies of
evaporation), we nevertheless still derive negative rates of excess enthalpy generation
at long times. This is undoubtedly due to remaining inaccuracies in the calculation of
the rates of evaporative cooling. At the present time it is best to restrict attention to

42Heat transfer to the walls of the Dewar cell is maintained by the vapor phase at the very least if this
phase is filled with D2O vapor at temperatures close to the boiling point of the electrolyte. The heat transfer
coefficient for the cell filled with vapor will be ca 5% above the value 0.85065 * 10 + 9 WK + 4.
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the earlier part of the period leading to evaporation to dryness, say, to t � 18,000s. The
rate of excess enthalpy generation reaches ca 9.3 W at this time, or, say, 25 Wcm � 3.
It is important to realize that similar orders of magnitude are obtained even with the
interpretation given by NHE, i.e., the estimate is robust.

II/7.0 Day 68: The period 21,300s � t � 86,400 s following evaporation to dryness.

As has been noted in section II/1.2 one of the objectives of the present investigation has
been the search for the presence (or absence) of the effects of “Heat after Death.” The
period following the evaporation to dryness on day 68 is an example of the protocol
originally described as case (ii)[3, 4]
(ii) Cell empty: cell allowed to evaporate to dryness; cell then maintained at the rail
voltage of the galvanostat with the exception that the cell did not reach boiling condi-
tions during the period leading to dryness.

The original investigation was divided into two parts: (i) the investigation and inter-
pretation of the cooling curves following evaporation to dryness; (ii) the evaluation of
thermal balances in the corresponding period. Attention here will be confined to the
second of these approaches.

The values of the rates of excess enthalpy generation have been based on true heat
transfer coefficient, (k #R 	 12, observed for the cell filled with electrolyte, i.e., 0.85065 G
10 � 9 WK � 4, which will certainly apply to initial stage of the observation of “Heat after
Death” when the cell is filled mainly with D2O vapor. However, calibrations of cells
filled with air [3, 4] have shown that the heat transfer coefficient falls to about 0.75 of
the value for the cells filled with electrolyte. The values of the rates of excess enthalpy
generation have therefore been calculated using (k #R 	 12 = 0.65 x 10 � 9 WK � 4.

The initial rate of excess enthalpy generation is approximately the same as the rate
reached during the period 0 � t � 21,300 s as the cell is being driven to dryness, Fig.
22. Such a correspondence would, of course, be expected if excess enthalpy generation
takes place in the bulk of the metal phase.

We note also that the rate of excess enthalpy generation is about 10 times that of the
rate of enthalpy input during this period of “Heat after Death.”

II/8.0 Day 69: The period 2400 s � t � 32,400 s.

This period is of special interest in the operation of the cell because the cell was dis-
connected from the galvanostat at 2400 s so that the enthalpy input was zero during
the remaining period of operation. In any search for the effects of “Heat after Death,”
the protocol there should be described at case (iii)[3, 4] Cell empty: cell allowed to
evaporate to dryness; cell disconnected from the galvanostat with the exceptions that
the cell did not reach boiling conditions during the period leading to dryness and that
the application of case (iii) was preceded by a period covered by case (ii) as described
in section II/7.0.
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Fig. 22. Comparison of specific rates of excess enthalpy generation, Wcm � 3, on day
68 during the period 0 � t � 21,300 s and the initial period 21,300 s � t � 30,300 s of

observation of “Heat after Death.”
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The examination of the behavior of the cell has been restricted here to the time t �
32,400 s as the usual calibration pulse was applied at t1 = 32,400 s. The Joule heat
injected by the calibration system is developed in a small volume so that this calibration
cannot be used to derive the true heat transfer coefficient of the cell for the particular
operating conditions.43 The cooling curve for this period of operation is plotted in Fig.
23. It can be seen that although the temperature differences between the cell and water
bath are small, they are nevertheless significant.

Fig. 23. The cooling curve on day 69 following the disconnection of the cell from the
galvanostat.

Inspection of Fig. 23 shows that there must be a source of enthalpy in the system: firstly,
because the rate of cooling at short times is too slow to be accounted for by the cooling
of a calorimeter with a water equivalent of 28.3 JK � 1 and any conceivable value of
the heat transfer coefficient; secondly, because we can detect at least one period during
which the cell contents are reheated.

The analysis of the cooling curve according to the method originally outlined [3, 4]
using the equation

ln � � 1 �
y 	70 y

�
1
�

y0 	�� � tan � 1 � 1 �
y 	�� tan � 1 � 1 �

y0 	 � 4
�
k #R 	 θ3

bt 0 CpM

where y � �
∆θ 0 θ 	70 θb; y0

� ∆θ0 0 θb and ∆θ0 is the initial temperature difference. Figure
24 shows a plot of the experimental data; the full line shows the predicted behavior

43As has been noted, the calibration used in an earlier investigation were derived by using a heater spiral
spanning the whole volume of the cell, i.e., heat was applied uniformly throughout this volume.
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using CpM = 28.3 JK � 1 and (k #R 	 = 0.65 x 10 � 9 WK � 4. The deviations from this plot
due to enthalpy generation are similar to those previously observed [3, 4].

Fig. 24. The analysis of the initial portion of the cooling curve shown in Fig. 23. The
full line shows the RHS of the equation plotted with CpM = 28.3 JK � 1, (k #R 	 12 = 0.65 G

120 � 9 WK � 4 and θb =295.204 K.

We can also make thermal balances at each point of the cooling curves using particular
values of the water equivalent and true heat transfer coefficient. Those based on CpM =
28.3 JK � 1 and (k #R 	 12 = 0.65 x 10 � 9 WK � 4 give initial rates of enthalpy generation ca
0.5 W. Unfortunately, the thermal balances in the period preceding the disconnection
of the cell from the galvanostat (i.e., the last part of case (ii), section II/7.0) cannot be
made with sufficient accuracy to allow a comparison of the rates of enthalpy generation
at the end of the period following case (ii) and the beginning of the period following
case (iii) (c.f. comparison of the rates at the end of the period leading to evaporation to
dryness and the beginning of the period following case (ii), sections II/6.0 and II/7.0).

II/9.0 Days 25 and 26: The period Day 25 + 76,300s � t � Day 26 + 22,300 s.

As has already been noted in section II/1.2, there were frequent changes of current
density in experiment Mc–21. Consideration of case (i) of the conditions likely to give
demonstrations of the phenomenon of “Heat after Death” [3, 4]:
i) Cell full: cell operated at intermediate temperatures; cell current then reduced in
stages shows that the change of current close to the start of day 26 of the measurement
cycles is likely to provide the best example of this particular case, see Fig. 4.
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There are two principal reasons that indicate this was the case. In the first place, the
current density at the end of day 25 is above the threshold value required for the obser-
vation of the phenomenon [1] while on day 26 it is below this threshold value. Secondly,
the cell temperature on day 25 is above that which has been observed to be important
for the onset of positive feedback[7,8,11] whereas on day 26 it drops below this value.
We would therefore expect to see a marked decrease of the rate of excess enthalpy gen-
eration at the start of day 26 from the value which applies at the end of day 25 to that
which applies towards the end of day 26.44

The data covering measurements in the last stages of day 25 and the beginning of day
26 are used to define the lower bound heat transfer coefficient, (k #R 	 11. We note here that
we have used the value CpM = 475 JK � 1 in view of the evident overfilling of the cell
on day 25, see Fig.5. The rates of excess enthalpy generation derived are plotted in Fig.
25. We can see the well defined fall in the rate of excess enthalpy generation which, as
in the other examples of “Heat after Death” discussed in this report, is consistent with
a diffusional relaxation time. We can see from the plot in Fig. 25 that this evaluation
predicts a negative rate of excess enthalpy generation on day 25.

As we have noted elsewhere in this report, such negative rates violate the second law of
thermodynamics and are certainly due to the use of the incorrect value of the true heat
transfer coefficient, (k #R 	 12, given by the NHE analysis. Nevertheless, we can see from
Fig. 26 that we can detect the effects of “Heat after Death” on day 26 even when using
this faulty analysis. Furthermore, the increasing values of the lower bound heat transfer
coefficient (k #R 	 11 on that day demonstrate the presence of a rate of excess enthalpy
generation which decreases with time.

If we use the value of (k #R 	 12 given by the correct ICARUS methodology, we obtain
the rates of excess enthalpy generation shown in Fig. 26. It is important, however, to
draw attention to a remaining difficulty in the interpretation, namely, that the initial rate
of excess enthalpy generation on day 26 is larger than the final rate on day 25. The
discrepancy would be diminished if the water equivalent were even higher than 475
JK � 1 or if we increased (k #R 	 12 in view of the evident increase in the D2O content of
the cell, Fig. 5. It does not seem possible though to eliminate the effect completely by
any sensible choice of the values of CpM and (k #R 	 12 so that the effect may be real. If
this is so, then the establishment of “Heat after Death” and/or positive feedback would
be more complicated than is indicated by the state variables alone. For example, the
time derivatives may also be involved [9, 10]. It is evident that much further work
is required on these particular aspects. This work would be justified not only from
the objective of clarifying the science involved, but, also, because the judicious use
of positive feedback and “Heat after Death” offers us the prospect both of increasing
the power density and, at the same time, of increasing the energy efficiency. It should
be noted that if we exclude the enthalpy input due to the cooling of the cell, the rate
of excess enthalpy generation in the initial stages of day 26 is approximately equal to

44Excess of enthalpy generation was observed on day 3 of the measurement cycle at a current density below
the threshold value while positive feedback was established at a temperature below this further threshold. We
can, therefore, only regard the criteria used to search for category of the phenomenon of “heat after death” as
rather “broad brush indicators.”
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Fig. 25 The specific rate of excess enthalpy generation, Wcm � 3, for the last part of
operation on day 25 and the first part on day 26.
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Fig. 26. The specific rate of excess enthalpy generation for the last part of operation
on day 25 and the first part of operation on day 26. Evaluation given by the group at

the NHE laboratories.
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the enthalpy input, i.e., a power gain of ca 100% whereas it approaches ca 1000% for
the initial stages of “Heat after Death” according to case (ii)[3, 4], section II/7.0, and
infinity for the example of case (iii), section II/8.0. It appears that if the cooling of
such cells is prevented (effectively by raising the temperature of the heat sink), then
enthalpy generation may be maintained for long durations (ca 1 week) at very high
energy efficiencies [13]. It is evident that this aspect of the work requires intensive
further investigation, particularly with regard to attempts to raise the power density of
such devices while maintaining the high energy efficiency.

II/10 Further Comments and Conclusions.

Experiment Mc–21 exhibits all the key features which have been found in earlier work.
These are in the main:
(i) excess enthalpy generation in the early stages (t � 2 days) due to absorption of deu-
terium in the lattice followed by
(ii) a build up of the rate of excess enthalpy generation
(iii) the development of positive feedback, i.e., the increase in the rate of excess en-
thalpy generation with increase of temperature
(iv) a marked increase in the rate of excess enthalpy generation at temperatures close to
the boiling point of the electrolyte
(v) a variety of examples of the phenomenon of ”Heat after Death,” i.e., a maintenance
of elevated rates of excess enthalpy production following reduction of the current den-
sity which may be accompanied by the complete evaporation of the electrolyte.

At the same time there are some marked differences between experiment
Mc–21 and the earlier investigations: the effects of some of these differences can be
explained in terms of the earlier results while some of the results are surprising. The
major difference is that the measurement cycles had to be carried out at rather low cur-
rent densities (low for the observation of the phenomenon) in view of the relatively
high surface area of the electrode (it is necessary to limit the power input to the cell to
satisfy the design criteria of the calorimeter). As the rate of excess enthalpy genera-
tion increases markedly with the current density [1], the values achieved in experiment
Mc–21 were necessarily limited (the rates increased to ca 25 W cm � 3 on day 68 prior
to evaporation to dryness). A secondary consequence of the low current densities was
that the electrode was polarized in the vicinity of the region for the onset of positive
feedback for most of the experiment duration (see Fig. 3). The use of such conditions
is known to limit the rates of excess enthalpy generation, and, in the limit, may destroy
the phenomenon [9, 10]).45.

The major unexpected difference has been the observation of the development of posi-
tive feedback at a very early stage of the experiments (day 3), at a low current density
and at a low temperature. It is obviously very important to establish whether this early
establishment of positive feedback is a property of Pd/B alloys (such as the electrode
used in experiment Mc–21).

45Possibly because of the cracking of the electrodes due to the repeated loading and deloading.
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Fig. 27. The ICARUS–14 Calorimeter.

A major feature of the investigation of “Heat after Death” in experiment Mc–21 is the
demonstration that the rates of excess enthalpy generation before and after the onset of
the phenomenon are probably identical. Such an identity would be expected if excess
enthalpy generation takes place in the bulk of the electrode, but these effects clearly
require further investigation. It is also apparent that these processes relax with a dif-
fusional relaxation time and prolonged maintenance of the effects evidently requires
special conditions (increase of the temperature of the heat sinks) [13].

The investigation of experiment Mc–21 has demonstrated yet again that certain meth-
ods of data evaluation are unsound and/or inaccurate or imprecise (compare e.g., [6, 9,
10]). Furthermore, it is essential to avoid the effects of positive feedback as it is impos-
sible in general to calibrate closed loop systems subject to such feedback. Calibrations
can only be achieved if the effects are not too marked, as has been the case for day 3
of experiment Mc–21. Unfortunately, it is almost certain that the investigations carried
out by NHE have relied precisely on such unsound and inaccurate methods of calibra-
tion and the effects of positive feedback have been ignored. However, this neglect is
probably quite general and, no doubt, accounts for many of the contradictory results in
this field of research. It should be noted that much of the pointless controversy in this
field could have been avoided if it had been possible to replace the ICARUS-1 to -3
Calorimeters, Fig. 1, by the ICARUS-4 version,(later reclassified as the ICARUS-14
Calorimeter), Fig. 27. While it is not certain that this particular redesign would have
eliminated the weak time dependence of the heat transfer coefficients observed with the
ICARUS–1 Calorimeter, it is likely that this would have been true and that these sys-
tems could have been developed so that all measurements could have been evaluated
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with a single, predetermined value of the true heat transfer coefficient.

Finally, it is important to note that it has been possible to achieve:
(vi) a satisfactory interpretation of evaporation to dryness (day 68).

This interpretation has had to take into account: the actual barometric pressure, the
change of the boiling point of the solution with increasing electrolyte concentration
(saturation of the electrolyte – not discussed in the present report), and changes in
the reflux ratio.46 However, prolonged investigations of boiling conditions [7, 8] will
clearly require the design and application of dual calorimeters such as the ICARUS-9
version [4, 8]. It is also important to determine whether the marked increase of the
rates of excess enthalpy generation at temperatures near the boiling point are depen-
dent on the establishment of boiling conditions or are simply due to the increase in
temperature. While it is certainly desirable to develop pressurized systems to increase
the boiling point, significant increases in the boiling point could also be achieved by
using concentrated electrolyte solutions. The use of such electrolytes would allow the
extension of the range of applicability of the ICARUS-1 calorimeters.

Finally, we can note that the interpretation of this experiment gives a good illustration
of the need to evaluate all such measurements as individual case histories: the state
of development of research in this field in 1993 (when the first ICARUS system was
constructed) was certainly not at the point at which such interpretations could be carried
out as a matter of routine. Furthermore, the instrumentation also required a number
of additional developments to facilitate any such attempts at routine evaluations. The
ICARUS-14 system (then described with the label ICARUS-4) was to be the next step,
but, as has already been noted, this modification could not be accomplished.
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TABLE: Evaluation of heat transfer coefficients

The combined abridged
�
k #R 	 21 and

�
k #R 	 31– spreadsheets prepared according to the in-

structions in the ICARUS-systems Handbooks (restriction of the range of the integra-
tions to the region of application of the calibration pulse t1 � t � t2). The third measure-
ment cycle of experiment M–21. The evaluation of

�
k #R 	 31 � � k #R 	 351 � � k #R 	 32 � � k #R 	 362 � � k #R 	 22

and
�
k #R 	 262. Modification of the procedure for the evaluation of

�
k #R 	 22 and

�
k #R 	 262 to

take account of the effects of ”positive feedback” and evaluation of these coefficients.

Column 1: The elapsed times/s (from the start of the measurement cycle).

Column 2: 109CpM
�
θ � θ0 	70 < f

�
θ 	 dτ/ WK � 4. Here, θ0

� 300 > 3175K, the average of
the 11 measurements preceding the application of the calibration pulse.

Column 3: 109 < � input 	 dτ 0 < f
�
θ 	 dτ/WK � 4

Column 4: 109 � k #R 	 31/WK � 4.

Column 5: 109 � k #R 	 31/WK � 4: correlation coefficient CpM/JK � 1. The arrows indicate
the range of the fitting procedure.

Column 6: 109CpM
�
θ � θ0 	$0 ∆ < f

�
θ 	 dτ /WK � 4 [evaluation of

�
k #R 	 32 and

�
k #R 	 352]

Column 7: 109∆ < � input 	 dτ 0 ∆ < f
�
θ 	 dτ/WK � 4 [evaluation of

�
k #R 	 32 and

�
k #R 	 352].

Column 8: 109 � k #R 	 32/WK � 4.

Column 9: 109 � k #R 	 352/WK � 4; correlation coefficient CpM/JK � 1. The arrows indicate
the ranges of the fitting procedures.

Column 10: 109CpM
�
θ � θ0 	70 ∆ < f

�
θ 	 dτ/WK � 4 [evaluation of

�
k #R 	 22 and

�
k #R 	 252].

Here θ0
� 303 > 074K, the average of the last 11 measurements during the application of

the calibration pulse.

Column 11: 109∆ < � input 	 dτ 0 ∆ < f
�
θ 	 dτ /WK � 4.

Column 12: 109 � k #R 	 22 /WK � 4.

Column 13: 109 � k #R 	 252/WK � 4: correlation coefficient CpM/JK � 1. The arrows indicate
the range of the fitting procedures.

Column 14: Modification of column 11 to take account the effects of “positive feed-
back”.

Column 15: Values of 109 � k #R 	 22 taking into account the effects of “positive feedback”.

Column 16: 109 � k #R 	 252 /WK � 4; correlation coefficient taking into account the effects
of “positive feedback CpM/JK � 1.
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CHAPTER 5: AN OVERVIEW OF COLD FUSION THEORY.

Scott Chubb

1.0 Introduction.

Naval Research Laboratory (NRL) involvement in cold fusion (CF) started when Tal-
bot Chubb and Scott Chubb started to develop a theory of the anomalous heating effect
[1]. The basis of this theory involves known phenomena (associated with wave-like
behavior) that occur when hydrogen (H) and deuterium (D) interact with Pd (and other
transition metal) lattices. In particular, at an early stage, Talbot and Scott Chubb ob-
served that well known effects associated with H in metal systems, as well as the well
documented literature concerning this area could imply that the hypotheses involving
high energy, close proximity effects that were commonly thought to be relevant, at best,
could be only tangentially related to the excess heat effect; at worst, these ideas could
be largely irrelevant.

In most cases, the associated picture reflects an intuitive scenario that is based on con-
ventional nuclear fusion, where a classical/semiclassical model applies, involving a
collision between two, clearly distinguishable particles, at an isolated location in free
space. Although this physical model is perfectly satisfactory for this kind of situation,
it omits important details involving coherent effects in solids that are known to be es-
pecially important at low temperature.

This picture also implicitly requires that high momentum particles either be present or
become involved in such a way that radiation, at copious levels, be released. Because,
in fact, it is now known that appreciable levels of radiation are not involved, it is clear
that this semiclassical picture at best is only tangentially involved. At worst, the asso-
ciated picture oversimplifies the associated situation to such an extent, that it, in and
of itself, can be viewed as providing a hidden barrier for understanding the relevant
physics. Because of the inherent limitations of such a barrier, it is convenient to view
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provides a series of conclusions about the existing state of affairs, and potential lessons
that might be learned as a result of the adjudication process.

2.0 Inside and Outside the Box and the Organizing Principles of Conventional
Fusion.

Logical thought requires rules. In physics, the logical rules follow from Newton’s laws
of motion, Maxwell’s equations, quantum mechanics, and relativity. Because these
rules provide a framework, often they can be self-limiting. For example, sometimes
physicists misinterpret the rules, simply because they are conditioned to look at them in
a particular way. They become used to a particular worldview. The worldview can be
thought of as a kind of box that defines a comfort zone. Often, the box is tied to the way
we have learned a particular subject. Different people view the box in different ways.
Kuhn [6] refers to it, abstractly, as it relates to science, as a paradigm. Others have not
been as open minded [7].
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Figure 1 shows a pictorial representation of conventional fusion reactions superposed
on an idealized representation of the box, associated with what is commonly viewed
as conventional (labeled inside the box) and unconventional (labeled outside the box)
science. In this schematic, all reactions originate from a configuration in which two
deuterons (shown as proton/neutron pairs) overlap with each other in a manner that
forms a configuration (shown in the center of the plot) that resembles an excited state
of a 4He nucleus. The two dominant reactions (D+D � 3He+n, and D+D � 3H+p) that
occur in free space are essentially blind to the presence of the electromagnetic interac-
tion (EMI). For this reason, it is possible to treat these reactions within a framework in
which the dependence of the reaction on electromagnetic interactions is independent of
its dependence on the nuclear (strong force) interaction. This means that in these reac-
tions, the associated wave functions describing the initial and final states do not couple
the nuclear and electromagnetic interactions. As a result, the general reaction rate ex-
pression effectively precludes the strong force from talking to the electromagnetic force,
by construction. The figure schematically illustrates this point through the labels (ig-
nore E. M.), next to the arrows that are shown in the right portion of the figure. Also
shown is the remaining fusion reaction (D+D � 4He). This reaction occurs rarely in
conventional fusion. For this reason, in the figure it is shown as occurring at the bound-
ary of the box. A second reason we have drawn it at the boundary is that it violates a
paradigm that many nuclear physicists believe to be valid: in conventional fusion, the
strong and electromagnetic interactions remain uncoupled. For this reason, it is widely
believed that the final (D+D � 4He) reaction should rarely occur and the two remaining
reactions should occur with roughly the same probability. However, the D+D � 4He
reaction does occur, and the reason that it is not frequently observed is well understood:
it violates energy and momentum conservation unless a high energy momentum γ �
ray is emitted, and the associated EMI involves a complicated (quadrupolar) coupling
between nucleon spins (that occurs as a second order electromagnetic process). Two
important points are as follows: (i) although this final reaction occurs infrequently rel-
ative to the others, when it occurs, the nuclear and electromagnetic interactions do talk
to each other, and (ii) it occurs rarely because the associated processes involve overlap
between two particles at a single location.

2.1 Motivational Physics for Getting Outside the Box.

Part of the confusion with the box associated with conventional nuclear physics involves
the definition of momentum p: for a single charged particle, p does not equal mass (m)
times velocity (v); the rules of the box are: for a particle possessing charge q, mv=p-
q/cA, where A (the vector potential) is associated with the electromagnetic interaction,
and c is the speed of light. Although this rule is based on classical physics, how and
where it applies seems to have been a source of confusion. The rule follows from the
box defined by classical physics. (False assumptions about this rule not only appear to
have led to confusion about Cold Fusion but to more serious problems.) An example of
the importance of this distinction occurs in the p � 0 limit, when many particles share
a common density ρ0. When this occurs, mv, which is proportional to the current J
(provided ρ0 is uniformly constant [8]), becomes proportional to A. But A, which is
defined by the static wave equation ( � ∇2A � 4πJ 0 c), then obeys a Helmholtz equation

93

New
 E

ne
rgy

 Tim
es



[8] ( � ∇2A � � 4πq2ρ0A 0 mc2 	 that results in A asymptotically vanishing beyond a
critical coherence length, where J approaches a constant value. This occurs even in
the absence of an applied electromagnetic field (EMF). The resulting picture explains
the phenomenon of superconductivity. It also explains how as p � 0, superconductivity
not only is present, but because the current vanishes at some boundary, surrounding
the region where superconductivity occurs, the effects of boundaries may result in the
expulsion of magnetic flux when p=0 (the Meissner effect) or flux quantization [8],
when p does not vanish but takes on values that are consistent with the associated rules
(defined by the box) associated with the requirements of quantum mechanics [8].

The basis of both phenomena is that p does not equal mv. In situations where the De-
Broglie wavelengths of particles become sufficiently large, particles become wavelike.
In this kind of situation, the average value of the gradient of the phase of the associated
collection of waves (which is described by the many-body wave function) defines the
momentum. The important point is that the phase of the many-body wave function, as
opposed to a quantity related either directly to the current or to mass G velocity defines
how the momentum behaves. When p � 0, this quantity can be affected in ways that are
non-local in character. This may occur because non-local changes in A can significantly
alter the value of the phase. Because a priori, it is not possible to predict if a solid is
at rest or in motion, for example, its center-of-mass wave function can be altered by an
arbitrary complex number. This introduces the possibility of an arbitrary gauge trans-
formation in the definition of the A that applies inside and outside a solid. Because in
the p � 0 limit, it becomes possible to determine if the solid is in motion or at rest, the
associated arbitrariness in gauge is removed. Not only does this mean that the associ-
ated gauge symmetry becomes broken, but physical effects (for example, the expulsion
of magnetic flux, or spontaneous lattice recoil [as in the Mossbauer effect]) can occur.
The resulting coherence can be viewed in different ways, within the framework (the
box) associated with a particular discipline.

In similar ways, effects of periodic order and other symmetries can become important
in situations in which the wave-like character associated with large DeBroglie wave-
lengths becomes important. The important point is that because momentum is associ-
ated with wave-like behavior, it can change suddenly, in unexpected ways, on arbitrar-
ily short time scales. These changes can result in instantaneous changes in which large
amounts of momentum coherently are shifted to many particles, and vice versa. How
or if this occurs is dictated by the dynamics of the many-body system.

3.0 Some History of Theoretical Development and Some Useful Criteria

3.1 A Historical Development

In general terms, oversimplification has plagued CF and CF theory, both in the past, and
at the present time. In particular, at a very early point in the adjudication process, the
overly simplified picture of Fusion, associated with the box, described in section 2.0,
undermined discussion of Cold Fusion (CF) claims to such an extent that the box, its
products, and the associated context, obfuscated identification of the relevant products
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and process.

This created such confusion that the resulting uproar caused a serious breach in the
conventional scientific process [9]. From this starting point, for quite a while, it be-
came virtually impossible to obtain a reasonably unbiased assessment of the existing
theoretical situation. This occurred not only in the conventional review process in
mainstream scientific meetings (where discussions about CF and CF theories remained
largely nonexistent until 1996), but also in less conventional settings (including the first
five International Conferences on the subject).

It also affected not only how theories were adjudicated, but how various reviews of
theories were prepared. In particular, because of lack of involvement of outside review-
ers, theoretical ideas of marginal utility not only have been proposed, but published
reviews of these ideas have appeared that neither have been objectively reviewed or
assessed based on objective criteria. All of this has occurred primarily because of lack
of funding and interest, and even rudimentary knowledge (in some cases [10]) of the
relevant facts. Further aggravating the situation has been a language problem: the field,
which was misnamed from the beginning, attracted many individuals with different
backgrounds, areas of expertise, and even different intuitive notions about what consti-
tutes a meaningful definition of theory.

A fundamental reason for this is that considerable attention was focused, from the be-
ginning, on marginal effects (involving high energy nuclear products). As a result, many
of the intuitive theoretical ideas associated with Nuclear and High Energy Physics were
applied. Unfortunately, because the associated effects have proven to be marginal at
best (if applicable, at all), the associated intuitive ideas have been a source of confu-
sion.

For example, it was widely assumed that the seemingly obvious idea that high momen-
tum particles are required by CF should be invoked. A less obvious intuitive notion
that appears to have been a potentially more serious source of confusion is the opinion
that one or several guiding principles, associated with either one, or a small number
of particular forms of particle/particle reaction, or particular forms of interaction, are
responsible for all of the observed phenomena. In particular, initially, logic based on
reduction (or reductionism) to a single form of reaction (or small set of reactions) led
a number of theorists to speculate that some new form of particle (Rafelski [11], Teller
[12]), or interaction (Mayer and Reitz [13], Vigier [14], Mills [15]) could be invoked. In
subtler ways, this reductionist principle has persisted, even to the present time (Kozima
[16]).

A theoretical construction involving this Reductionist philosophy can be appropriate
and useful when it is possible to identify how momentum is distributed. It can (and
probably does) cause confusion when many particles interact with low momentum. For
this reason, the intuitive idea that such a construct should be applicable may obfuscate
the relevant physics. Specifically, in situations where this philosophy has been used as a
guiding principle, not only has confusion resulted, but, in a number of cases, arguments
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about terminology and meaning have resulted that have had a counterproductive effect
on communication. Important reasons for the associated deterioration in dialogue partly
reflect the very different perspectives between theoretical practices followed by High
Energy and Nuclear Physicists, as opposed to those that are used by Chemists and Solid
State Physicists.

An additional, potentially more significant reason for this deterioration, however, may
reflect a more fundamental aspect of the problem: reliance on the Reductionist philoso-
phy seems to be quite appropriate in the experiments involving collisions between par-
ticles possessing high momentum (HM), but probably does not apply in general. When
HM particles are used, clearly defined experiments, involving well defined, controllable
variables can be conducted. Reliance on this philosophy can become inappropriate in
lower temperature environments, associated either with the ground state or near ground
state configurations. This is because in these kinds of configurations, frequently, it is
difficult to define either the experimental situation in precise terms or to identify pre-
cisely the variables that govern the underlying dynamics.

Another way of phrasing this potential problem is that because in the Reductionist phi-
losophy an attempt is made to identify a particular form of interaction, it is possible to
misidentify the relevant physics simply as a result of oversimplification. In particular,
this kind of approach can simply fail to incorporate the effects of many-particle inter-
actions that are known to occur at low/moderate momentum. The fact that it is entirely
possible that these interactions are responsible for the complicated nature of the under-
lying phenomena suggests that a more useful approach involves a less restrictive set
of assumptions than the ones that result from applying a Reductionist philosophy. For
example, in invoking this Reductionism construct, Teller [12] pointed out that not only
is it necessary that the associated theory be consistent with all known effects, but that
insuring that this occurs is a difficult task.

The much simpler idea, that momenta could be shared by many particles, at once, in a
well defined way in solids, or through related, coherent phenomena, involving many-
body systems, not only is a considerably more workable hypothesis, but this idea was
suggested early in the debate by Schwinger [17], and others [2]. The important point is
that both the Reductionism approach and the appeal to the notion of coherence rely upon
known strategies for overcoming seemingly impossible circumstances. Unfortunately,
neither the idea of identifying a way to overcome existing theoretical limitations, or the
underlying spirit that is responsible for adopting these kinds of strategies seems to have
been fully appreciated. (In particular, Schwinger [17] was criticized [18, 1, 10], based
on a detailed argument that focused on the particular mechanism that he proposed for
coherence that assumed that the argument required that large changes in momentum
occur at a particular point. Teller was criticized for his language. Neither criticisms
paid attention to underlying motivation: a means of going outside the box, associated
with conventional fusion.)

Despite these problems, both Schwinger [17] and Teller [12] recognized an important
point. Conventional thinking about fusion has limitations. These were ideas. They
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were and remain important. But they are not theories. Ideas can lead to theories. Ideas,
by themselves, are merely ideas. An unfortunate problem is that although well defined
theories that are consistent with the known laws of physics do exist, the larger scien-
tific community appears to be ignoring them. Partly because of this fact, even within
the CF community, confusion [1, 10, 18, 19] exists about what constitutes (or should
constitute) a theory.

3.2 Criteria for a Useful Theory

In 1990, Preparata [19] proposed a series of miracles that in his view any CF theory had
to account for, in order to for it be considered “valid”. Given the lack of communication
that was present at the time, and the assumption that intuitive notions associated with
high energy physics provided a useful starting point for understanding CF, this state-
ment was useful. However, with hindsight, I would suggest this view reflected more a
fundamental problem associated with the relevant perspective at the time than with the
relevant physics. Specifically, Preparata defined the problems that would be relevant
provided CF mimics Hot Fusion. In the context of Hot Fusion, overcoming these prob-
lems seemed to be miraculous because of a very basic assumption: for CF to occur as
it occurs in Hot Fusion, it is necessary for momentum from a small number of particles
to be imparted, all at once, at a specific location.

This is a perceived problem that may be irrelevant, provided instantaneously, momen-
tum is transferred either from a small number of particles to many particles (as in the
Mossbauer effect), or between many particles (as in a laser). In fact, both how Preparata
identified and how he dealt with this problem, reflects a more general difficulty in the
associated debate: a propensity for overreliance on specific, detailed views of the rel-
evant theoretical framework, without identifying a set of widely accepted organizing
principles.

It can be argued that a more general principle probably applies: the possibility of coher-
ent transfer between many particles of momentum to many locations, at once. Although
in high energy physics this idea is foreign, (as illustrated by the examples mentioned in
section 2.0), it is well known to occur in the low temperature (small momentum) limit
in which the identities of individual particles can become lost.

Given the dynamics at the time, Preparata’s efforts were admirable. In fact, he was
quite correct in identifying a particular set of ideas that bother high energy physicists.
He was also quite correct in identifying a particular concept that could eliminate the
associated problem: coherent coupling between an electromagnetic field and a solid.
In addition, he identified a particular form of coupling, involving the possibility of low
momentum fluctuations that he suggested could provide such a coupling.

Although the idea of photon induced coherence involving low momentum fluctuations
is a useful starting point for potentially describing the associated phenomena, there are
two serious failings in his treatment: (i) he assumed an oversimplified (semiclassical)
coupling between the photons and the solid, involving a picture in which discrete par-
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ticles are involved in the interaction at isolated locations, and (ii) more importantly, he
assumed that his very specific model would become widely accepted.

The reason for singling out this second problem is associated with what I would define
as the most important goal of any theory:

1. For a theory to be useful, it must be accepted.

In order to satisfy this assumption, it follows that:

2. For a theory to be useful, it must be based on organizing principles that are consistent
with the predominant language and theories that are present at the time the theory is
formulated.

To insure that both of these assumptions are satisfied,

3. A theory must be reducible to mathematical expressions that are useful to experi-
menters and are based on known results, derived from the organizing principles associ-
ated with known theory, as accepted by the wider scientific community.

Although Preparata identified failures in the existing high energy physics paradigm as-
sociated with possible low energy nuclear reactions, he had difficulty having his theory
accepted because it was not based on widely accepted organizing principles. In contrast
to this problem, although Schwinger identified widely accepted organizing principles,
and used these principles to define a useful mathematical framework for analyzing the
associated effects, his theory was not accepted by the high energy physics community
(including Preparata) because this community found that his organizing principles were
foreign. Unfortunately, because some of the mathematical details associated with his
particular model could be questioned, even by solid state physicists, after his death, ar-
guments were presented that questioned the validity of his theory, based on very specific
aspects of his model [18, 1, 10]. In both cases, the theory failed to satisfy requirement
3. (Preparata failed because he based his theory on organizing principles that are not
widely accepted. Schwinger failed because, although his organizing principles were
sound, they were not recognized as being relevant and because a detailed analysis of
the associated mathematical expressions could be questioned, based on known results.)

An additional reason both Preparata and Schwinger had difficulty in having their theo-
ries accepted is that the experimental situation was poorly defined initially. Since 1995,
this situation has changed. In particular, it is now known that high energy particles
essentially are not involved in the associated phenomena.

Although various low level byproducts are found to be produced, in the most well stud-
ied case (involving Pd/D), the dominant byproduct is Helium-4, which, in most cases,
is released either in regions near the surfaces, interfaces, or cracks of the associated
materials, or in the out-gases, located outside the materials. It also is now widely rec-
ognized that material preparation seems to be very important in initiating the effect, that
Helium-3 also can be frequently produced (but that this is not the dominant byproduct),
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and that in cases involving anomalous heat in Ni-based systems, a very different form
of reaction, initiated with significant amounts of H present, occurs.

These experimental results suggest three additional requirements for a valid CF theory
involving Pd/D:

4. An appropriate Pd/D theory must explain why high momentum particles are virtually
never emitted.

5. It must explain why coupling can be material specific.

An appropriate CF theory associated with Ni should

6. Either explain or provide a mechanism for explaining why the Ni environment po-
tentially can result in forms of CF that are very different than in Pd/D.

In fact, in the context of many-body physics, based on a well defined reaction rate
expression, it is possible to satisfy all six of these criteria, provided the associated theory
addresses an additional requirement.

7. The theory should explain how nuclear dimension and atomic dimension processes
can be coupled without requiring the release of high momentum particles.

There are two additional criteria that obviously must be satisfied.

8. How to overcome the Coulomb barrier.

9. The theory should also provide a framework for understanding when high energy
particles are released.

4.0 Useful Theories

In the last section, a set of criteria for identifying more mature theories from those that
must be viewed as being incomplete has been provided. Given the limitations of what
can be presented in an article of this scope, only those theories will be examined that
satisfy these criteria. This does not mean that other creative ideas do not exist concern-
ing the associated phenomena. (Literally hundreds of ideas about the subject have been
suggested.) Information about the associated material can be obtained elsewhere (for
example, in the review by Storms [20]).

To reiterate, for a theory to become acceptable (in a workable period of time), it must
use existing physics, and the rules associated with explanations of existing phenomena.
In this regard, it should be emphasized that beyond the well accepted rules of high
energy physics, and conventional nuclear physics, there are additional constraints that
are appropriate. For example, quantum mechanics (QM) is not a localized subject. The
experimenter can affect outcomes, and because of this fact, certain premises based on
assumptions about locality simply are inappropriate.
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Finally, theories do have organizing principles; in particular, any viable theory must
possess a limit where it is rigorously valid, i.e., provable by experiment. Given these
assumptions, it simply is not true that criteria for assessing the validity of theories can
be stated in terms of input and output information associated with predictions about
experiments. It must have some tangible relationship with existing physical theory, and
it must be relatable to experiments.

Serious implications follow from these assumptions. For example, it is simply incorrect
to believe that a theory is credible that is not related to known phenomena. For this
reason, the premise that theories that relate purely to Cold Fusion is not valid. Instead,
a valid theory must be based on organizing principles that can be shown to have some
validity outside Cold Fusion.

For this reason, a number of the more exotic theories (Mills, Matsumoto, etc, for exam-
ple) do not have credibility. Furthermore, QM, and the well known rules for reactions
associated with QM, should (and do) provide the guiding principles that should be used
for assessing the validity of a proposed theory. Unfortunately, outside of efforts by a
handful of persistent theorists, this kind of approach has not been used.

These alternative efforts simply must be viewed as being incomplete. For this reason,
theories that purport that they illustrate the phenomena as occurring (for example, by
overcoming the Coulomb barrier) without showing how the results relate to reaction
rates, or related quantities, simply must be viewed as being in a primitive state of de-
velopment, and should not be taken as seriously as those that have done this.

As mentioned in section 2.0, an important source of confusion in CF has resulted from
preconceived ideas about the possible interactions that may couple the different length
scales associated with nuclear processes and atomic scale processes. In point of fact,
although in most instances in conventional fusion, these scales remain so far apart that
they effectively don’t talk to each other before, during or after the associated process,
because the electromagnetic interaction does penetrate to all length scales, it does pro-
vide a means for coupling to occur between the two sets of processes. Because the
electromagnetic interaction is involved in a nonseparable way with the nuclear inter-
action in one form of reaction (D+D � 4–He), experimental evidence exists that shows
that the two forms of interaction can become coupled.

A number of individuals (Schwinger [17], Chubb and Chubb [2], Preparata [5, 19]) did
recognize at an early stage that the two forms of interaction could be coupled, provided
a form of coherence is involved. Schwinger and Chubb and Chubb recognized that the
underlying rate expression could be significantly altered as a result of this. Preparata
tried to work with the existing rate expression (in which the Gamow Factor is explicitly
included) while modifying the underlying potential.

An important distinction evolved as a consequence. The underlying wave functions
and wave function fields associated with the charged particles provided the vehicles
for describing the associated processes in the theories by Schwinger and Chubb and
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Chubb; in the work by Preparata, greater emphasis was placed on the nature of coher-
ence through processes that emphasize the behavior of photons and not on subtleties
associated with the manner in which light can couple to charged particles coherently.
(Specifically, for example, his theory does not include important effects that are present
at low temperature and momentum associated with the manner in which charged parti-
cles, by themselves, can be coupled through effects associated with particle exchange.)

For the reasons outlined in section 2.0, at low energies (and momenta) these effects can
be very important. Schwinger recognized this fact. Many of the textbooks on standard
many-body physics, which are the basis of knowledge of many-body physics, for most
physicists, are based on the Greens function ideas associated with statistical physics
that came out of Schwinger’s work. Preparata’s approach is more closely related to
formulations (associated with higher energies) where these kinds of subtleties are not
important.

Neither approach, a priori, should be viewed as being superior to the other. However,
there is a very important distinction between the wave-like formulation (used by Chubb
and Chubb and by Schwinger) and the one developed by Preparata. The field oriented
picture includes the known, important, nonlocal effects, discussed in Section 2.0, that
occur as the DeBroglie wavelengths of a large number of particles become large; in the
picture proposed by Preparata, this physics is absent.

Preparata used an alternative organizing principle to introduce coherence: coherent
fluctuations involving photons with charged matter. A distinguishing feature between
the two approaches is that the wave picture is guaranteed to include well known effects
(Meissner effect, superconductivity, etc.) through a well known language (QM/Many–
body physics) in the limit of vanishing temperature, as a consequence. While the alter-
native (plasma) picture suggested by Preparata did require (and has required) that a new
language be developed. As it has become apparent that in a large number of situations,
there simply are no high energy particles, it has been clear that the kinds of forms of
coherence associated with low momenta (large DeBroglie wavelengths) are probably
involved.

In parallel to the developments associated with theories by Chubb and Chubb, and
Preparata, Hagelstein developed a series of different theories. Each of these, in one
way or another, invoked different forms of coherence. Initially, he felt that implicitly, in
the evaluation of rate expressions, incorporation of Coulomb effects were such a serious
impediment, that it was necessary to invoke a new form of interaction (involving neutral
particles [neutron hopping], for example) to circumvent the associated difficulties. Note
that in this context he did not rely (and has not relied) on a formulation in which the rate
expression uses the Gamow factor, and thus (in common with Schwinger and Chubb
and Chubb), has not constrained the strong and electromagnetic forces to be separable
in the evaluation of rate expressions. (The Gamow theory assumes separability between
electromagnetic and strong interactions.)

An important point is that in his present theory, he (Hagelstein) has included effects that
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implicitly involve coupling through the Coulomb interaction (through phonons). This
has brought his theory more in line with some of the ideas suggested by Schwinger, and
Chubb and Chubb. An important difference between the pictures, however, is that the
effects of coherence, as manifested in the large DeBroglie wavelength limit phenomena
(in which momentum p � 0, for a large number of particles) are not directly included in
his theory. Thus, as in Preparata’s theory, he assumes the related p � 0, coherent effects
(such as superconductivity), associated with T � 0, are not relevant. Also, at the present
time, his theory does not incorporate boundary effects or finite crystal size effects.

From an early stage, the focus of Yeong Kim’s work has been to develop a multi–
nucleon theory that goes beyond the Gamow-like rate expression of conventional fu-
sion. More recently, in examining problems that are involved in optically trapped
(bosonic) atoms, it occurred to him that similar kinds of ideas could be used in the
deuteron fusion problem in condensed matter. Because this framework is associated
with coherence through effects that become important at large DeBroglie wavelengths,
Kim does directly use the kinds of p � 0 effects that Chubb and Chubb include, which
are omitted by Hagelstein and Preparata and DelGuidice.

5.0 Common Features of Developed Theories.

Recently, a somewhat surprising development occurred. Three [2-4] of these four [2-5]
theories adopted similar (many–body physics) formulations in which coherence follows
either from a particular form of interaction (as in [4]) or from a combination of factors
involving possible forms of many-body interaction, and particle indistinguishability (as
in [2, 3]).

As a result, plausible explanations are beginning to emerge for a number of important
phenomena. Specifically, consistent with the idea that for a theory to be believable it
should relate to an existing theory (as outlined in Section 3.0), agreement between the
theories appears to reflect: (i) use of a sufficiently sophisticated, and universally ac-
cepted form of mathematics that explains how nuclear scale and atomic scale processes
can be related to each other without high momentum particles being released; (ii) use of
reaction rate expressions that include coherent, nonlocal transfer of momentum, involv-
ing many particles; and (iii) reliance upon a formulation that includes a large number
of charged, indistinguishable particles, expressed in terms of a standard, common, well
accepted concept: the many-body wave function, associated with the QM of condensed
matter physics. Chubb and Chubb have done this by explicitly illustrating how their
atomic scale Ion Band State theory can be generalized to incorporate nuclear scale pro-
cesses through a generalization of standard multiple scattering theory techniques [21,
22]. In the process, they explain how a non-separable coupling between nuclear di-
mension and atomic dimension scale can occur in the wave functions associated with
nucleus/nucleus separation, in a non–local fashion.

By adopting an explicit form of representation for distinguishing between the coordi-
nate dependencies involving the short ranged (nuclear) degrees of freedom and those
that couple to the electromagnetic (longer ranged) force, Hagelstein [3] has developed
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a similar idea that generalizes the resonant group structure idea proposed by Wheeler
[23] in the 1930s. In fact, a striking similarity, for the case associated with D-D fusion,
occurs in Hagelstein’s representation of the relevant wave function and the compara-
ble choice used by Chubb and Chubb, once it is recognized that the correlation factors
g(r1,r2) that are used by Chubb and Chubb to describe the dependence on the separation
variable (r1-r2) between deuterons located at r1 and r2, are equivalent to the channel
factors Fj (in which the subscript “j” refers to r1-r2) defined by Hagelstein. From these
observations, three distinguishing features between these two [2, 4] theories follow: 1.
Chubb and Chubb point out that approximately discontinuous changes in the gradient
of g(r1,r2) (that are not included explicitly included in Hagelstein’s channel factors, Fj)
illustrate the possible coupling (through the associated many-body problem) that allows
for transfer of momentum to occur non-locally, even in the T � 0 limit, 2. Chubb and
Chubb illustrate, explicitly, the relationship between these discontinuities and coherent
(lattice recoil effects) in which momentum can be transferred from a particular location,
to many locations, instantaneously; and 3. although Hagelstein does not particularly
identify this possibility, he points out that many nucleons can become coupled together,
simply as a consequence of the existence of the associated relationship. Hagelstein, fur-
ther, explores the implications of this coupling, explicitly, through coherent momentum
transfer between nucleons to and from a coherent (or nearly coherent) set of optical
phonons. He also uses the associated ideas to provide a possible explanation for the
emission of high momenta particles from deuterated Ti films.

Kim [4] also adopted a picture, based on many-body physics. Beginning from the
common starting point [2-4] (involving the complete many-body wave function), he
has drawn this kind of connection by incorporating an approximate form for a poten-
tial many-body interaction involving bosons (borrowed from his optical atom trapping
theory) so that it could be used in the Cold Fusion problem. An intriguing difference
between Kim’s approach and the approaches followed by Hagelstein and Chubb and
Chubb is that he does not use the idea that deuterons (or other nuclei) are interacting
with a well defined lattice. In place of this idea, he starts from the assumption that
under suitable conditions, a collection of deuterons, interacting with a solid, might be-
come effectively trapped in a manner that resembles the optical trapping of alkali atoms
that forms the basis of atom Lasers, and the related forms of neutral atom Bose Einstein
Condensates.

Although, superficially, this idea might seem somewhat foreign, in the limit of perfect
periodic order, at sufficiently low temperature, the implications of this idea, and those
associated with the ion band state theory proposed by Chubb and Chubb become iden-
tical. (Specifically, the D

�
ions that occupy ion band states in the Chubb and Chubb

theory form a Bose Einstein condensate, at vanishing temperature.) A potentially im-
portant new idea, associated with Kim’s work [4, 24] that he has applied to the CF
problem, is the development of an effective two body Hamiltonian, from the exact
many-body system, which can be used to determine a separable form for the ground
state wave function of a many-body Bose system. Since the associated Hamiltonian
is robust, the resulting expression for the wave function, may be applicable in many
different situations. A second intriguing point is that both Kim and Chubb and Chubb,
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independently, have concluded that under suitable circumstances, coherence associated
with the mechanism that is responsible for perfect Bose Einstein condensation (associ-
ated with the limit in which many particles, coherently, approach a state in which the
momentum of each particle approaches zero) provides a potentially important source
for coherent, nonlocal momentum transfer that can be used to account for the lack of
high momentum particles in CF reactions.

In summary, all three theories are now based on an organizing principle associated with
condensed matter physics that explicitly includes a procedure for incorporating nuclear
effects. And, although initially, two of the theories (Kim and Hagelstein) focused on
nuclear scale phenomena, while the third (Chubb and Chubb) focused on atomic scale
processes, all three now include effects that couple atomic and nuclear scale processes
in a manner that is consistent with the criteria, outlined in Section 3.0.

Although the finer details associated with theoretical frameworks that have been used to
couple the very different lengthscales are different, in each case, coherence that results
through coupling to the electromagnetic field, provides the dominant form of interac-
tion. The associated coupling is expressed in most general terms, using the multiple
scattering theory [21, 22], discussed by Chubb and Chubb. In particular, within this
framework, an exact rate expression is derived that relates all possible many-body col-
lisions associated with a particular reaction to discontinuous changes in momentum.
This expression illustrates explicitly how non-local momentum transfer can occur, co-
herently, instantaneously, in such a way that it becomes obvious how high momentum
particles (through the accumulation of large amounts of momentum at isolated loca-
tions) can be avoided. The theory also can be readily generalized to incorporate arbi-
trary forms of interaction. Within the context of this theory [2], it is also possible to
recover all of the previous results of the Chubb and Chubb theory [25].

In contrast to the work by Chubb and Chubb, which has focused primarily on D+D fu-
sion, and issues associated with non-local momentum transfer, Hagelstein, on the other
hand, has attempted to deal with a more general set of nuclear reactions. For this reason,
while Chubb and Chubb have been concerned primarily with non-local forms of inter-
action, and questions related to materials properties, and solid state effects, Hagelstein
has focused more closely on questions associated with the release of high energy parti-
cles, lattice imperfections, and the influences of injecting nuclei into the host. From this
starting point, he has identified a number of potential, triggering phenomena associated
with the emergence of fast particles and unconventional nuclear byproducts.

Although the recent focus of Kim’s work has been on coherent deuteron fusion, from
Bose condensed states, he has also investigated the possibility of novel, nuclear reac-
tions. An important point about his most recent work is associated with the effects of
finite size. In particular, he predicts optimal reaction rates, within a particular scenario,
based on estimates of parameters that he infers from experiments.

Table 1 lists some of the organizing principles and common features of the three theories
described in this section, as well as the comparable features associated with Preparata’s

104

New
 E

ne
rgy

 Tim
es



theory. In this table, under the label, organizing principle, by coherence, and the la-
bels, Low P and High P, refer to the question of whether or not the theory applies in
the low momentum (P) (Low P) limit, associated with low temperature, or in the high
momentum (P) (High P) limit, or in both limits. Source refers to the effective form
of interaction (or intermediate particle) that is responsible for the coherence. The des-
ignation Nuc/EM Separability in Rate Expression refers to the question of whether or
not separability in the coordinate dependencies between nuclear (Nuc) and electromag-
netic (EM) interactions is assumed in the associated wave functions and reaction rate
expression, and to identify the organizing principle (for example, many-body physics)
that treats the coupling between nuclear and electromagnetic interactions. The star in
the final column refers to the idea that recoil momentum (associated with the possible
nuclear reaction) can be incorporated directly through non-local transfer of momentum
from the bulk to the surface region.

Table 1: Organizing principles/ideas in Cold Fusion theories

Theory Coherence Nuc/EM Rate

Low P High P Source Separability Expression

Chubb &
Chubb

Yes Yes E.M.
Interaction (all
of it) / Particle
Statistics

No Many-Body
PhysicsI

Hagelstein No Yes Phonons No Many-Body
Physics

Preparata No Yes “Photons” Yes Semi-Classical
(Gamow) I ?

Kim Yes Yes E.M.
Interaction (all
of it) / Particle
Statistics

No Many-body
PhysicsI

6.0 Suggestions for Testing Theories/Future Theoretical Work.

A number of predictions have come out of each of the three theories [2- 4] discussed in
the last section. An important point to keep in mind is that, implicitly, these predictions,
in most cases, seem to apply most rigorously within the context of a particular set of
circumstances. For example, Chubb and Chubb suggested many years ago [25] that a
bosons-in and bosons-out rule should apply, provided particular conditions are met. In
the context of the multiple scattering theory presented in [2], the limitations of this rule
were identified [26]: the rule applies rigorously in the low temperature limit, provided
suitably large, ordered crystals are used. Similarly, Hagelstein has identified limits in
which optical phonons, vacancies, and other effects can significantly enhance fusion
(or other nuclear process) rate. A potentially important point is that the well developed
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theories [2–4] have evolved to the point that they include well defined mathematical
expressions that relate particular reaction rates, rigorously, to known situations that
apply under specific conditions. The significance of this point is that in each case
where a reaction rate expression has been derived, given the uncertainties of existing
experiments, it is probably important to attempt to match a particular experimental
study so that it mimics the conditions associated with the particular expression.

For example, Chubb and Chubb predicted optimal crystal sizes (with characteristic lin-
ear dimensions of approximately 0.1 µm3) for producing large amounts of excess heat at
elevated temperatures. The motivating argument associated with this estimate was the
requirement that crystalline order be maintained and the helium byproduct be expelled.
At reduced temperatures (for example, below 200 degrees K), the arguments associated
with these predictions do not hold. This is because as the temperature is reduced and
crystalline order is increased, other factors associated with surface preparation, periodic
order, and loading, become more important.

The important point is that under certain circumstances, one theoretical prediction prob-
ably will be more useful than another. Confirmation of this point is important, in my
opinion, because if it is confirmed that different theories are valid in different situa-
tions, the speculation that a single mechanism is responsible for all CF phenomena is
probably without merit. With this point in mind, it seems appropriate to emphasize an
obvious lesson that has come out of the last decade of theoretical work: in order for the-
orists to formulate a meaningful theory, they require detailed information about material
preparation and related factors (crystalline quality, and size, as well as temperature, and
loading, for example). In the future, theorists certainly would benefit from measure-
ments associated with these kinds of factors, as well as through additional information
documenting correlations between these kinds of variables and potential triggering phe-
nomena.

Finally, it is useful to identify a number of Lessons Learned associated with the inter-
play between theory and experiment. In this context, we would like to note in passing
three apparent success stories that have occurred: (i) Independent predictions by Chubb
and Chubb (C&C) and Preparata (P) that high loading is beneficial in deuterium fusion
in Pd/D (observed in various places), (ii) comparable predictions by C&C and P that He-
4 should be the predominant byproduct (observed by Miles et al., and Bush et al.), and
(iii) the suggestion by Bhakta Rath (based on the idea put forth by Chubb and Chubb
that small crystals in a porous medium could be beneficial) that Pd/B could potentially
provide a useful composite material for producing excess heat (which has been verified
by Imam and Miles, as documented in this report, cf chapter 3). An important lesson,
to date, however, is that although theory predicted these successes prior to the actual
experiments, theory has been largely ignored. In particular, only in the third example
(involving PdB) was theory actually used to guide the associated experiment. Given
the apparent lack of consensus about theory that has existed in the past, it is plausible
that a degree of skepticism about theoretical predictions has been warranted. However,
the situation has evolved considerably since the initial days of CF. In the future, one
would hope that experimenters would more closely monitor and test the predictions of
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the more mature theories.

There is a final, more general lesson, associated with the manner in which CF has
been judged by the scientific community and with the potential role of theory in this
process. In particular, an extremely naive, overly simplified picture of the relevant
physical situation was adopted by most physicists, based on an idea (associated with
conventional nuclear physics) that was doomed to fail, from the outset. When most
experimenters failed to reproduce the effect, this extremely naive picture not only was
used as formal justification for assuming the phenomenon did not exist, but to preclude
the notion that a different, more sophisticated theory might be more appropriate. On the
other hand, although most physicists followed this route, a few more creative physicists
thought of alternative ideas, which not only were discarded by most physicists, but, in
some cases, were outwardly scorned. It seems appropriate, given the fact that not only
did the field not die, but that viable theoretical explanations for what is involved have
evolved, to ask a fundamental question about the impact of naive skepticism on the
adjudication process. In particular, it is clear that in some cases, creative ideas about
CF were stifled to such a degree that nonexperts [7, 10, 27] not only have been allowed
to openly ridicule and attack them, but to do so without allowing the responsible parties
to respond. Rhetorically, one might ask, Isn’t it always useful to look at a creative idea
with an open mind, especially when an undercurrent of skepticism is present? More
poignantly, one might ask, How can similar failures be avoided in the future?

At this time, it is clear that creative theories, based on mainstream thinking do exist.
In particular, three have been identified that should be tested and applied. Despite the
fact that these theories have been developed, only limited work in this area is going on
at the present time. This situation must and should change. Hopefully, this article will
have a positive impact in changing this situation.
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APPENDIX: LISTING OF PUBLICATIONS/PRESENTATIONS RELATED TO
COLD FUSION
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